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INTRODUCTION

W-133, Benefits and Costs Transfer in Natural Resource Planning, is a Western Regional Research project chartered
by United States Department of Agriculture, Cooperative States Research Service. Its official membership is
comprised of researchers representing Land Grant Experiment Stations in 25 states from across the country.
Members share a common research interest in developing methodology for non-market valuation and assessing
validity of those methods, and in developing methodology for the transfer of non-market value estimates from studied
sites to unstudied sites and assessing the validity of such benefits transfer. W-133 provides a framework within
which members from different states can meet to plan and discuss cooperative research. In addition to official
members, many other researchers from academia and from state and federal government agencies participate
unofficially by attending and making presentations at meetings of the technical committee, and by working jointly
with W-133 members on cooperative research projects. This interaction benefits members and non-members alike,
and is one of the unique strengths of W-133.

The stated objectives of the W-133 project are: 1) to provide site specific use and non-use values of natural resources
for public policy analysis, and 2) to develop protocols for transferring value estimates to unstudied sites. Ongoing
research towards meeting these two objectives is targeted towards four resource policy areas: water based recreation,
groundwater quality, wetlands, and recreational fisheries.

In February, 1994, W-133 held its annual technical committee meeting at the Westward Look Resort in Tucson,
Arizona. Time was allotted for members to meet to plan and discuss progress on ongoing cooperative research,
Additionally, several members and participating non-members presented papers based on individual and cooperative
research that addresses the objectives of the project. This volume reproduces those papers into one accessible source.

The first set of papers in this volume deal with methodological and analytical issues surrounding valuation of outdoor
recreation opportunities. The second set of papers addresses methodological and analytical issues involved in the
contingent valuation method, including assessments of the validity of CVM. Case studies that describe innovations
in methodology and analysis are included in both sets of papers. The third set of papers is from an invited papers
session at the meetings, organized by John Loomis (Colorado State University), entitled "The Roles of Economics
in Decisions About Endangered Species.” These papers explore how economists can contribute to the process of
decisionmaking regarding endangered species.

T would like to thank John Keith and David Plane from the Western Regional Science Association for their help in
meeting arrangements, and thank Rita Parsons and Kristin Rehrman for their help in editing and formatting the papers
included in this volume.

Richard C. Ready
University of Kentucky
June, 1994
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TWO RUMs unCLOAKED:
Nested-Logit Models of Site Choice
and

Nested-Logit Models of Participation and Site Choice!

Edward R. Morey
Department of Economics
Campus Box 256
University of Colorado
Boulder, Colorado 80309-0256
Fax 303-449-3459

March 24, 1994
an earlier version was presented at the W-133 Meetings, Tucson Arizona, February, 1994

ABSTRACT

Nested logit is increasingly advocated as a tool of recreational demand and benefit estimation. The
intent of this short monograph is to lay out, in a simple fashion, the theory behind the nested-logit
model of site choice and the nested-logit model of participation and site choice; and then provide
rigorous but straightforward derivations of the properties of nested-logit models including: the
probability of choosing a particular alternative, likelihood functions, expected maximum utility, a
compensating variation, and an equivalent variation. Also discussed are estimation, regularity
conditions, the interpretation of the scaling parameters, and the relation between those scaling
parameters and the Independence of Irrelevant Alternatives - I.I.A. assumption(s) imbedded in both
the nested logit model and its special cases. While this primer does not derive any new theoretical
results, it does provide a synthesis of materials that are widely diffused, sometimes misstated, and
often in a form that is not readily accessible to econometricans working in the area of recreational
demand and benefit estimation. Examples are used to tie the theory to recreational demand and
benefit estimation.

1] want to thank George, Trudy, Cathy, Sally and Douglass for comments and advice on earlier
versions.



Policy analysts often require the consumer’s surplus (CV and/or EV) associated a change in
the costs and /or characteristics of a group of consumption activities where the consumer’s choice of
consumption activity generally involves two simultaneous decisions; whether to participate in a given
class of activities and, if so, which specific alternative to choose from that class. For cxample, one
simultaneously decides both whether participate in a given class of site-specific recreational activities,
and if so, which site to visit. Joint decisions of this type can be modelled in either a multinomial
logit (MNL) framework or a nested-logit (NL) framework?.

Use of the NL model, in contrast to the MNL model, is increasingly advocated; particularly
when the intent is to simultaneously model both the decision to participate and the choice of site
(see [3], [4), [6], [11], [21], [28] and [30]).3 The argument is that the 11 A. (Independence of
Irrelevant Alternatives) assumption, implicit in the MNL mode}, while possibly reasonable when all
the alternatives are recreational sites of a particular type, is not reasonable when the sites differ by
type and/or one of the alternatives is nonparticipation. Participation and site choice should
therefore be modelled as a two, or more, stage nested decision that does not impose 1.I.A. a priori
across all pairs of alternatives. For example, at stage one the individual decides whether to
participate, and at stage two which site to visit if the individual chooses to participate.

“The intent of this primer is not to derive any new results. Rather the intent is to lay out in
a simple fashion the nested-logit model and theﬁ provide rigorous, but straightforward, derivations of
its properties. Much of this material is widely diffused and often presented in such a general
framework that it is not readily accessible to econometricans working in the area of recreational
demand and benefit estimation. For example, McFadden [22] derives maximum expected utility
from a generalization of the nested-logit model, but his proof is part of such a general argument that

its usefulness in the derivation of consumer’s surplus from nested-logit models of recreational

%Joint decisions of this type can also be modelled in other frameworks, but those other
frameworks are not the topic of this paper.

3Additional examples of discrete-choice models of recreational demand between 1988 and the
present are [5], [13], [15], [16], [24], [29], [31], [32] and [33]. Earlier examples are [12], [14], [17] and
[25].
4



demand is not transpérent. The derivations in McFadden [23] are also presented in very general
terms. In addition, the literature is muddled by the discussion of the nested-logit model in the widely
used reference book on discrete choice modelling by Ben-Akiva and Lerman [2]. Ben-Akiva and
Lerman incorrectly assume that the nested-logit model can be derived from an error components
model# This incorrect assumption, that the nested-logit model can be derived from an error
components model, is also utilized by me in an occasionally cited discussion paper [26]. Given all
this diffusion, a short, but rigorous, monograph on the properties of nested-logit seems in order
Section I derives the probability of choosing an alternative, and then uses it to form some
sample-specific likeliﬁood functions. Section II interprets the parameters in the nested logit as they
relate to unobserved attributes and the dependence, or independence, of the random components of
utility. In this framework, the I.I.A. assumption is discussed. Section II also identifies and discusses
special cases of nested-logit. Section II advocates Full Information Maximum Likelihood - FIML
estimation and discourages two-step sequential estimation. Section IV derives expected maximum
- utility, Section V discusses budget exhaustion and the conditions it imposes on the conditional
indirect utility functions for the altgrnatives, and Section VI uses expected maximum utility to derive
a compensating variation and an equivalent variation. Section VII expands the nest to three levels.
Example boxes are used throughout to tie the theory to the application of recreation demand and

benefit estimation.

4Specifically they assume (page 287) that the random term in the conditional indirect utility
function for alternative mj can be divided into two components where one of the components has an
Extreme Value distribution, and the sum of the random components has an Extreme Value
distribution. However, there is no proof that there is any distribution for the second random term
that would cause the sum of the two components to have an Extreme Value distribution, and in
general one cannot expect there to be such a distribution.

5



I. The Two-Level Nested-Logit Model of Recreational Demand: Its CDF,
Probabilities, and Likelihood Function

The intent of this section is to use the basics of probability theory to derive the probability
of choosing each alternative from the assumptions that form the basis of the two-level nested logit
model of consumer demand. Once accomplished these probability equations can be used to form
likelihood functions, the specific form of the likelihood function depending on the properties of one’s

sample.

The two-level nested-logit model is

designed to explain an individual’s choice
of alternative when there is a two-
dimensional choice set from which the
individual must choose from one of C
distinct alternatives; where one of the
dimensions of the choice set can be
characterized in terms of M distinct types,
and the other dimension J distinct types, C
< MxJ. The individual chooses an

alternative, ni, wheren€ M andi € J,

subject to the restriction that their choice

of type in terms of the J dimension has to

be consistent with their choice of type in terms of the M dimension. Without loss of generality, nest
the two dimensions such that if the individual chooses an alternative of type n € M, then the
individual’s choice of alternative in the J dimension is restricted to a subset of the J types where this
subset has J, elements, where J, is the number of J types consistent with a choice of type m € M.

Nested-logit models assume the utility the individual receives if he chooses alternative mj is

1) Unj = Vinj * €mj V(mj)ecC

mj mj



where Vo is the systematic component of utility and €mj is a random component. Both terms are
known to the individual but the €mj are unobserved by the researcher so are random variables from

the researcher’s perspective. Let <€mi> denote the vector of these C random terms; that is

<€ = 16115100 s€ 1 €15 € prmuns g uuns €y Epgmnnsagy,} - Lot f( <€ >) denote their joint density

function (DF),and let F(<€p;>) denote their cumulative density function (CDF).

In which case, the probability of choosing a particular alternative is derived by noting that
(2) Prob(ni) = ProblU,; > Up Y mj # ni] = Proble . < Vi; ~ Vi v e VYmj # ni)

Without loss of generality, order the alternatives so that alternative ni is the first alternative; i.e., 11.

Therefore.

(3) Prob(11)=Proble,, <V}, - V,, + €, V mj + 11]

v00  fVi3-Vigreqr (Vi Vippen (V- Vmeren
= € 115€ 1290+05€ pio-++s€ MIIAE Thge-E o€ 15dE
111__w o0 .[m,---oo iMJ__w J(€ 125 1290+ i€ MI)DE o€ jenddE 1506 1

This is just the area under the density
function, f(<emj>), where

U, > U,; V mj + 11. While Equation (3)
is an straightforward representation of
Prob(11), Prob(11) can be represented
more compactly in terms of the CDF,
F(<€p;>). Equation (3) expresses

Prob(11) as a C-level multiple integral;

using the CDF, Prob(11) can alternatively

be expressed as a single integral. The

>Two things should be noted about equation (1). Equation (1) is restrictive in that one could
hypothesize two-level discrete choice models that do not fulfill equation (1) (e.g., U, = ViniEmj)-
Secondly, there are discrete-choice models that fulfill equation (1) that are not nesteé—logit moéels;
e.g., multivariate Probit models. '



ability to express Prob(11), and more generally Prob(ni), as a single integral makes evaluation of
these probability functions much more tractable.5

The first step in expressing Prob(11) in terms of the CDF is to note that, in general,
(4) Proble,, < €, Vmj, m=1,.M., j=2,.J. : €;; = €]

ol e T €115€ € iseens MIDE NforE o dE
LZ"°° mj'—°.°" MJ"°°f 115~ 125e% mjoe MDEE - mj%* 12

= Fu(e_u,eu,...,ew,...,ew)
where F;(.) denotes the derivative of F with respect to its (i)™ argument, and the bar over @

variable, ", just denotes a specific value of that variable. Equation 4 tells us that the area under the

density function defined in the middle term of equation (4), which is a probability, can be expressed
as a derivative of the CDF. The probability that [e,, < €,, Vmj, m=1,..M., j=2,.J], is then

obtained by integrating equation (4) with respect to €;; from minus to plus infinity; that is
(5) Proble, < €p Imj, m=1,. Mo, j=2,.J] = [ Fyy(€11€1pmaCpiaddey
1=
Utilizing Equations (3) and (5), the probability of choosing alternative 11 is, in terms of the CDF,

(6) Prob(11) = Proble,, < V;, - ¥,

w * €1 vmj, m=1,.M., j=2,...J]

= foo Fia(<Vi—Vpj*e 11>)de

117 -®

where <V11-ij+eu> = {€115 Vu-V12+eu,...,Vu-ij+611,...,V11-VM_,+611}. However, since

there is nothing unique about alternative 11,

M Prob(ni) = ‘[mi oTni( Vi€ ni Vi >)de

n

WhCI'C < Vni-vmj + éni > = {Vni-vll + en.i’ Vni'vlz + fni,...,vni'vni + éni,...,vni-vMJ + fn'l}.

®Who likes to evaluate multiple integrals?



As noted above, the joy of Equation (7) over Equation (3) is Equation (7) is a single integral,
whereas Equation (3) is a C-level multiple integral. Equation (7) is the probability of choosing
alternative ni for any model that assumes equation (1). Up to this point the model is very general; it
is consistent with any F(<ep>).

To generate a two-level nested-logit model, specifically assume that the CDF is

M I
(8)7 F(<6 mj>) = exp{- E am[Ee‘smemj](l/sm)}
m-1 j=1

where a;, > 0ands > 1V m? This CDF is a special case of a Multivariate Generalized Extreme
Value Distribution. The Generalized Extreme Value Distribution was first proposed by McFadden
[22]. The task at hand is to show that the derivative of the this CDF when plugged into equation (7)
generates the Prob(ni) equation for the two-level nested logit model.

A major reason for choosing this

particular CDF, Equation (8), is that when F(el,ez)=exp{-[exp(-el) +exp(-e2])]}

Equation (8) is assumed, Equation (7),
Prob(ni), has a closed-form solution. This
greatly simplifies estimation of the model,
eliminating the need for numerical
integration. Most cumulative density

functions do not generate closed forms for

the Prob(ni). For example, if one assumes

7Alternatively, if one assumed a multivariate normal CDF, the model would be multivariate
Probit.

8The restriction that a, > 0and s, > 1V m is sufficient, but not necessary, to imply that
Equation (8) is a well-behaved CDF; that is, to imply Equation (8) never takes on negative values, is
monotonic in its arguments, and its value never exceeds one. The implications of violating this
restrictions is discussed in Section III. Those familiar with McFadden [22] will note that I have
broken with tradition and not used his notation. My s, is his 1/(1 - 0,,)). I find my notation simpler
both in terms of word-processing and comprehension, Note that s.. > 1 ¢ 0 < o, < 1

9



the CDF is multivariate normal (the multivariate Probit model), the Equation (7) integral will not
have a closed- form solution, so estimation of the likelihood function requires complex, numerical,
multiple integration. This is why estimated multivariate probit xrflodels limit the choice set to a small
number of alternatives (two, three, four), but nested-logit models can be estimated with lgrge

numbers of alternatives.

To obtain the closed form of the Prob(ni) equation, first take the derivative of the

Multivariate Extreme Value CDF with respect to its (ni)™ element. One obtains

M Im In
9 Fni(<€ mj >) =cxp{— El am[El e -Sme ml)](l/sm)} an[E e Sn€ nj](l/sn)~ 1 e ~Sp€ni
m-1 - i1

Substituting <¥j;+€ p;=V> for <e > in equation {9), one obtains

10



M I
(10) Foi(<Vyie Vi) =oxpl= T a3 e *mC rrent Yy (Hfsm)
m-1 j-1

In
%[E e $a(Vni~ Vot € ni)](l/sn)“ le ~Spe ni}
j=1 .

Before substituting the RHS of equation (10) into equation (7) to obtain Prob(ni), simplify equation
(10) into terms that do, and don’t, involve € ; so that F;(<V;+€ ni—ij>) in equation (7) will be
easy to integraté with respect to ¢, ;. Factoring equation (10) one obtains

(11) Fyi( <V i-Vini>) = ¢ " expl-e “Me” "B} 4

where

J
(12) A= a"[z e‘-"-v](u’-)'l e—V., es_V., and

M
(13) B = z au[ es.Vq,]uS.
7

Note that A and B do not depend on €,; . Plugging equation (11) into equation (7) one obtains

(14) Prob(ni) = A I””e" expl-e “¢ F B} de
--00

where F = ¢ "™. Rather than trying to integrate this with respect to €, simplify it further by making
the change of variables m = €* (= de = -(1/m)dm) to obtain

(15) Prob(ni) = A f;o exp{-mFB} dm = A[(FB)

Substituting back in for A, B, and F, one obtains

11



Jl
es,,l'_i an[z: es,l',,](ljs')-l

= j=1
(16) Prob(ni) v 7
Y oy, <
m=1 j=1 -

which is the probability of choosing alternative ni in a two-level nested logit model. Inclusion of the

<ap;> parameters is equivalent to adding a group-specific constant term, a,,, to each of the Vi
where @, = In(a,). To see this replace, replace a;, with e (= «, = In(a,)); in which case

Prob(ni) can be rewritten as

J.
O il o
(16a) Prob(ni) = 41

If desired, the probability,
equation (16), can be decomposed into the
probability of choosing an alternative of

type n multiplied by the probability of

choosing alternative i from the group of

alternatives that are of type n; ie.,

(17) Prob(ni) = Prob(i|n)Prob(n) where

"l
an[z es,,V,,] s,

(18) Prob(n) = — f=‘J and
Y ey et
m=1 j=1

12



L
(19) Prob(iln) = —~——

[i: e
Jj=1

'Equation (16) is made explicit by specifying functional forms form for the Vi, where V. is
the conditional indirect utility function for alternative mj. Vy; is typically assumed some function,
often linear, of the cost of alternative mj, the budget, and the characteristics of alternative mj. If,
for example, mj is a fishing site, the variables might be the cost of a trip to site mj, expected catch
rate at site mj and other characteristics of the site. The regularity conditions on the V., are
considered in Section V.

Consider now the problem of estimating the parameters in the V. functions using a sample
of individuals that reports the alternative, or alternatives, chosen by each individual in the sample.

At this point it is important to make a

distinction. Denote each time an
individual must choose between the C
alternatives in the choice set a choice
occasion. An important distinctidn is
whether the sample contains information
on the alternative chosen for just one
choice occasion for each individual, or
whether the data set reports, by individual,
the alternative chosen on each of a
number of choice occasions. The number

of observed choice occasions could vary

across individuals. Start with the simpler

case where the sample contains the choice on only one choice occasion for each individual. The

13



probability of observing individual h choosing alternative ni on the one choice occasion is Prob(hni).
If one further assumes that the choices of the H individuals in the sample are statistically
independent; that is, cov(e,,;, ekmj) =0, V nim,j, h#k, the probability of observing the set of

observed choices is determined by the multinomial density function

=~

M
(20) <Y1 Yom s Vaim) = % TITIXTI Probthniy™

A=1 n=1

-~
I
-

where , ypn; = 1 if individual 4 choose alternative ni, and zero otherwise, C is the number of

alternatives in the choice set, Prob(hni) is defined by equation (16), and

S = {ykuxyhlz’""yhu,xyhzz’yhzz’-"xymf"'sz’ymzs-'-a)’hm }

Equation (20) is the likelihood function for this sample; that is, it is the probability of observing the
choices in the sample as a function of the Prob(hmj). The task is to find those values of the
parameters in the Prob(hmj) that maximize the likelihood function. Since the parameters that
maximize the log of the likelihood function also maximize the likelihood function, estimation is
simplified by finding those values of the parameters that maximize thg log of the likelihood
function.’

M 9
@y L= Y

1 n=1

M=

Vi lProbhnd)]

&>
il
-

=1

Estimation of log likelihood functions are briefly discussed in section I1I.

Consider now the case where the data set reports, by individual, the alternative chosen on
each of a number choice occasions, where the number of observed choice occasions may vary across
individuals. Such samples are generated by repeated-choice problems; that is the discrete-choice

problem faced by the each individual repeats, so there are multiple choice occasions. Some discrete

The additive term InfH!/(HC)] is omitted because it does not depend on the values of the
parameters in the Prob(hmj).

14



choice problems such as what furnace to
purchase or what individual to marry do
not repeat, or, hopefully, do not repeat to
often. In contrast, discrete choice
problems in recreational demand are
characterized by repetition. The problem
of where to go on a fishing trip repeats
every time one takes a trip. The problem
of whether to take a fishing trip also
repeats every choice occasion (for
example, every day or every week).

Let T, denote the number of
choice occasions observed for individual h
and €hmit the random component in the
utility individual.h receives during choice

occassion t if alternative mj is chosen.

Assume, in addition to the previous

assumption that choices are statistically independent across individuals, that choices, for a given
individual, are statistically independent across choice occasions. That is, assume cov(€; ;e ekmjt) =
0, VY k,n,imj, s#t.

For this case, let Y, ; = the number of time individual h chooses alternative ni, where

-

M
Y Y v,.=T,. The probability of observing the vector of alternatives<¥,,> for individual h is

n=1

-
JI
-

determined by the multinomial density function.

15



M I
@) f<Yp) = —*— I Pn Prob(hni)"™

M 5 n=119
H;Im

n=1

The log of the likelihood function for this sample is

J,

H N
3 L= Y Y,,; Wn[Prob(hni)]

k=1 n=1 i=1

-

Another common but more
complicated type of sample is a sample
that contains, for each individual,
information on the specific alternative
chosen for some choice occasions, but only
partial information on the alternative

chosen for other choice occasions. For

example, one might know the specific
alternative chosen for some choice occasions but for others only know which of the M groups the
alternative is in. The log of the likelihood function fér such an "incomplete" sample is

J,

2 L= EE{YM]n[Prob(hn)] + E Y,,; n[Prob(hni]}

k=1 n=1

where Prob(hn) is defined in equation (18), Yy, is the number of times individual i is known to

choose an alternative of type n where it is not known which of the J alternatives in group n was

N I N
chosen. Note that in this case T, = Y Y Yo + Y ¥,

n=1 i=1 n=1

16



IL. Special Cases of the Two-Level Nested
The significance of the a , and s, parameters in the CDF, equation (8), are deciphered by

remembering that the utility an individual receives if they choose alternative ni is, from the analyst’s
perspective, a random variable; i.e., U; = V;, + a + €, where «, = Ina,), (Vy; + o) is
deterministic and ¢,; is the random variable. The V ; are a function of attributes of the alternatives

that are observed by the analyst. The (o, + €,;) result from the impacts of the attributes that are

not observed.  As noted earlier, inclusion of the <a > parameters is equivalent to adding a

group-specific constant term, o, to each of the ij, where «, = In(a,); this will be elaborated on

below.

A critical issue in all two-level
discrete choice models is whether each
element of the vector <Emi> is
independently drawn from the same
univariate distribution, or whether
elements of ‘<emj> are drawn from a
multivariate distributi('m and therefore
correlated. The nested-logit CDF,
equation (8) allows the €mj (O be
correlated by type.

What would cause the random
terms, <€p.>, to be correlated by type?

If an attribute that is an important

determinant of choice is not observed, it

influences the magnitude of the <Emj>s

the <o >, or both. If this attribute varies across alternatives within a group less, or more, than

17



across alternatives in different groups, the random elements in group » will be more correlated with
each other than they are with the random elements for alternatives that are not in group n.10 If, in
addition, the amount the unobserved attribute varies within a group varies by group, alternatives in
some groups will be more correlated with each other than the alternatives in other groups are
correlated with each other.  In these two cases, it is inappropriate to assume that the random
terms for all C alternatives are independently drawn from the same univariate distribution. The
nested-logit CDF, equation (8), allows the random terms to be correlated by groups and for the
degree of correlation to vary by group.

Alternatively, if the variation in the unobserved attributes is not sygtematic by group type, it
is reasonable to assume that each element of <€m;> is drawn from the same univariate distribution.

This is what is assumed by the multinomial logit model. It assumes that each element of <€m> is

independently drawn from a univariate

Extreme Value Distribution with scale

F{eni)=exp{-[exp(-eni)]}

parameter K. 1
- 0.8
(25) F(e,) = expl-xe ™}
0.6
The multinomial logit model is a special 0.4
case of the two-level nested logit model and 0
. . eni
may be derived from equation (8) by -2 2 4 6

restrictively assuming that a,, = a and s, =
1V m. In which case, the probability of choosing alternative ni, equation (16) simplifies to

Vv,
ed

M I

Yy e

m=1 j=1

(26) Prob(ni) =

©For example, if size is an important, unobserved attribute of the alternatives and size varies
less within groups than across groups, the random terms for the alternatives that belong to type n
will be more correlated with each other than they are with the random terms of alternatives that are
not of type n
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As is well known, the multinomial logit model imposes the LI.AA assumption which says that the

ratio of any two probabilities is independent

of any change in any third alternative; that f(eni)=exp(-enijexp[-exp(-eni)]

is

Prob(ni) _ e_v"'

@7 Prolk) V=

This restriction is correct if the variation in eni

unobserved attributes is not systematic by
group type, but inappropriate if it is.

If an important unobserved attribute has the same magnitude for all the alternatives in a
group but differs across groups, this will affect the <ap,;> but not the  <s.;>. Such attributes
cause alternatives within a group to be more similar to one another than they are to alternatives in
different groups, but does not influence the correlations of the <a,;>. Consider the following
example. Size varies across alternative, but all alternatives of the same type are the same size. This
omitted factor would cause the <aj, > to vary in magnitude, but would not cause the elements of
<s,, > to differ from one.

The a,, and s, add systematic variation across groups that is in addition to the systematic

variation in terms of the V.; that is, a;, and s, allow the groups to differ in systematic ways in

mj;
addition to the differences that can be attributed to variations in the observed attributes that appear
as independent variables in the ij. a, reflects the relative attractiveness of alternatives of type n.
Ceteris paribus, a, will be large, in a relative sense, if alternatives of type n have more of an
important,‘ but unobserved, attribute.

Note that allowing a, to vary, s,, = 1V M, is not be sufficient to weaken the LL.A

assumption. This can be seen be considering a case where s;; = 1V M but a, varies. In this case,
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_ ar Prob(ni) _ 4"
(28)  Prob(ni) ——i 7 and Probilk) ae e
am ev
m=1  j=1

Thus, the LLA. assumption still holds for all pairs of alternatives given that a, and a, are treated as
parameters. LLA. remains because the <a,> do not cause the elements of <€m;> to be
correlated.

The s, parameter, not a,, is what is picking up part of the common (correlated) component
in the random terms for all the alternatives of type n. The <s, > determine the extent to which the
L.LA. assumption is imposed. As noted above, s;, = 1V M imposes LI.A across all pairs of
alternatives. Alternatively, if s, # 1V M, the LLA. assumption will not be imposed across all pairs‘
of alternatives, just some pairs.

Consider the two-level nested logit model with a,, = aands,, = s # 1V M. In which case
Prob(ni),- equation (16), simplifies to

Jl
esv_- [E e"v!I](llS)‘l

(29) Prob(ni) = - fj

>y

e.ﬂ’#]u,
m=1 1

If s;, = s+ 1V m, the random terms in each group are more correlated with each other than they
are with the random terms in other groups, but the degree to which they are more correlated with
their fellow group members is constant across groups. In nested logit models of recreational
demand it is common to assume s, = s# 1V m.

Whena, = aands, =s#1VM
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Ju
sV sV, Ws)-1
e ") eV
Prob(ni) _ j=21

(30) Prob(ik)

]
sV, sV, -
e R[Ee a](lls)l
j=t

Examining equation (30), one sees that

1. LIA. still holds for any pair of alternatives within the same group (n = I). If n=1,

Vu
equation (30) simplifies to %(b(:_g i % .

2. LI.A. still holds for all pairs of alternatives that are in different groups (n # 1) if the
alternative changed is not in the same group as either alternative in the pair. That is,
equation (30) is not a function of changes in alternatives that are in other groups.

but,

3. LIA. does not hold for pairs of alternatives that are in different groups (n # 1) if the
alternative changed is in the same group as one of the alternatives in the pair. That is,
equation (30) is a function of the attfibutes of alternatives n and 1, so a change in any

alternative in cither group n or 1 will affect the ratio.

For example, if alternative 11 is altered,

Prob(12) Prob(21) or Prob(31) but will effect Prob(12)

, , L1 ,
Prob(13)’ Prob(22)  Prob(42) Prob(22) A

it will not change

generalizing from multinomial logit to nested logit relaxes the L.I.A assumption, but not completely.

This is an important but often overlooked point. Generalizing equation (29) by allowing both a
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and s, to vary buys no more in terms of the L.I.A. assumption; where L.I.A. was imposed across

pairs with a,, = aand s, = s # 1V, LLA. is still imposed.

II. Estimation

While this note is not about estimation per sec, a few comments about estimation are in
order. The log of the likelihood function (examples are equation (21), (23) and (24)) can be
maximized in one step by using a numerical algorithm to find the vector of parameter, {a;, Ay, a)gs

$1» S.-»Spp; and the parameters in the <ij> functions} that maximize it. This approach is deemed
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Full Information Maximum Likelihood, FIML.!' Alternatively, one can adopt a two-stage
sequential estimation, SE. The parameters in the V,; for group m can be divided into two
categories for purposes of estimation, those that just influence the allocation between alternatives in
group m (that is, those that appear in the conditional probabilities, equation (19), for group m); and
all other parameters. In the first step of sequential estimation, for each group one separately
estimates just those parameters that determine the allocation amongst the alternatives in that group.
This is done by maximizing the log of the likelihood function for the choice of each j in the group
conditional on the choice of n. In this first stage, the model for each groub is a one-level
multinomial logit model with J  alternatives. In the second stage of a sequential estimation, one
estimates the <a >, <s > and other parameters, given the parameter estimates from the first
stage. While this two step estimation procedure is tempting, and is the easier approach given
existing computer hardware and software, I recommend against it.

It has been known for a long time that the sequential technique will leéds to parameter
estimates that are not asymptotically efficient, and standard-error estimates that are inconsistent
(Amemiya [1]). What was not known until recently was the degree of bias associated with
parameter estimates obtained using the two-step sequential technique. Recent studies by Cameron
[9] and [10], Hensher [19], Brownstone and Small [7], and Kling and Thompson [21] have found that
this bias can be significant. Often sequential estimation generates parameter and welfare estimates
that are substantially different from those generated by FIML (Kling and Thompson [21]). Software
(e.g. Gauss and other such programs) to directly maximize the log of the likelihood function for the
full model, equation (21), (23) or (24), are now widely available for both PCs and mainframes.

There are numerous examples of FIML nested-logit estimation in both other fields and in

1 Note that identification requires that one of the a,, is set to some positive constant; e.g. 1. If
one’s intent is to estimate a basic two-level nested model (a,, = a and s, = s V), the a cancels out
and the parameter vector is just {s; and the parameters in the <V_.>}.
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recreational demand. See, for example Morey et. al. [28] and Morey et. al. [30], and the articles
noted above.

Sometimes estimates from the sequential technique are advocated as starting value for the
FIML estimation, but Hensher [19] even discourages that practice. I advocate the following. Obtain
initial estimates by assuming that a, = 1 and s;; = 1V M; ie. estimate a basic multinomial logit
model assuming that there is no nest; that is initially assume all C alternatives are statistically
independent. This will provide initial estimates for the parameters in each of the Vi functions.

Use these initial estimates as starting values to_maximize the log of the likelihood function subject to
the restrictions that 2, = 1 and s, = s V M, with s = 1 for the starting value for s. If maximization
is successful, the resulting parameter estimates are nested-logit FIML.

One caution is in order, estimation often leads to an estimate(s) for s (s,,) that is greater
than zero but less than one. A result that violates McFadden’s sufficient condition that s must be >
1 for the nested logit model to be globally consistent with utility maximization.'? McFadden [22]
shows that sufficient conditions forvthe two-level nested logit model to be consistent with utility
maximizing behavior are that a,;, > 0V M and that s, > 1V M. These restriction guarantee that
equation (8) is always positive for all <€p;> vectors ; a necessary condition for a function to be a
density function. While a, must be > 0 and s, must be > 0 V M, Borsch-Supan [8] has shown that
a nested-logit model where 0 < s < 1 can be consistent with utility maximization if one weakens
the restriction that equation (8) must always be nonnegative and only require that it be nonnegative
for <€p;> vectors generated by the data set and parameter estimates. One must then check the

more complicated necessary conditions identified by Borsch-Supan [8]. For more specifics on the

specification (nesting structure) and estimation of NL models see Kling and Thompson [21].

125¢e footnote 8. One could impose the restriction that s, > 1 by replacing, in estimation, s

. 9
with 5, = 1+e™
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IV. Derivation of Expected Maximum Ultility for the Two-level Nested Logit Model

The intent of this section is to use the basics of probability theory to derive expected
maximum utility from equations (1) and (8). Section VI. uses expected maximum utility to derive a
compensating variation and an equivalent variation. Before proceeding with the derivation of
expected maximum utility from the nested -logit model it is important to point out that the expected
maximum utility derived in this section is expected maximum utility per choice occasion, not expected
maximum utility for the year or fishing season. One must remain cognizant of this if one’s intent is
to derive the per year compensating variation associated with a change in the attributes of a site or
sites.

Let max(<Umj>) = max( <V + emj>) denote the largest element in the vector <Vpj *

€mj>- Therefore, given equation (1), expected maximum utility, U, is

31) U= ["%® T TP max(Vy+€ 1, Vot 1oVt o Vigrte
€y £11-—w£12-—w mim -9 00 (V11+€ 105V 127%€ 120V in *€ V3 € ma)

J(€ 11,6 1250 mjpeeni€ MI)EE ol g€ 12 1
Equation (31) is the equation for the expected value of the function max(<Vp, + emj>). Equation
(31) can be written more simply by dividing the density into C regions such that in region ni
alternative i is chosen (ie., in region ni, alternative ni has maximum utility). Dividing into these ni

regions, one obtains

M T
+ 00
() U-= Z; . L[__OO(V;:i + € ) Fri(<Viyive iV > e
n-1i=

where, as noted in equation (7) J:oo cani(<I/;1i *+€ i V> e g = Prob(ni). Equation (32)
ni= "

identifies maximum utility for any discrete choice model that is consistent with equation (1). In this

sense equation (32) is quite general, and one could, in theory, plug any specific CDF, F(<emj>) into
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equation (32) to derive the expected maximum utility associated with that CDF. A critical issue, as
with the derivation of the Prob(ni), is when equation (32) will have a closed-form solution. It has a
closed-form solution if one assumes the Generalized Extreme Value distribution denoted in equation
(8), as is now demonstrated.

To obtain expected utility for the two-level nested logit model, substitute equation (10) into

equation (32) to obtain

n

M J
@) U=Y

n-1i-1

M I
£+ [o] OO(I/m + € ni) exp{— E am[E e -8V €n- ij-)](l/sm)}
ni- "~ 1 i1

.
an[z: e $n(Vii- an*’enl)](l/sn)' le ~Sp€p; de -
-1

Simplify, by making the change of variables w = V,; + € . (= de = dw because V,; is a constant,

and €;; = w - V), to obtain

n

M J M I
G U=3 3 [ wempl-} ay[Ye ™" Vd)i/im)
T m-1  j-1

n-1i-1

Jn
a3 e -Sp(W - an)](1/sn)- L5® - V) g,
-1

M Im v .
Note that the term in equation (34), exp{- E am[z: e -Sp(w - m;)]( /Sm)}
m-1  j-1

= exp[-De™]

where
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M Im
(35 D= ¥ auly e
’ m-1 j-1

Jn
and that the term in equation (34), [Ee ~sa(™ - an)](l/sn)‘l

j=1

Jn
e Ve SaW [E e Snan](l/Sn)‘ 1 )
i-1

Substituting these two simplifications into
equation (34) and moving all of the terms
that do not contaiﬁ w, with the exception
of D, to the left of the integral sign, one

obtains

n=1 i=1

M I Iy
(36) U = {Zzane’-"u[z eS.V,](lIs.)-l}
ja

™ we exp(-De Mdw

W=roo

Now examine the first term in equation

(36). It equals D. This follows from

Euler’s Theorem, as is now demonstrated. D, equation (35), is homogenous of degree one in (e V"’),

and

Jl
37) 613, - e'y"ane"y"[z es,,l',u](lls.)—l
de'™) - J=1
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Therefore, by Euler’s Theorem?3,

M J- aD M J. J- .
38 Y Ye Y - 3 e le ey, es.V_-[E S b)Yy
n=l i=1 ae -) n=1 i=1 J=1

M S
- E a es.Vd[E eS.Vv](l]s.)-l =D

n
=1 i=1 =

-}
T

Since the first term in Equation (36) equals D, equation (36) implies

(39) U= f * wDe ¥expl-De idw

This is where things get exciting. Note that the density function for a univariate Extreme Value

Distribution with scale parameter D > 0 is
(40) fiw) = De “exp{-De ™} (Johnson And Kotz [20])

Therefore, since E(w) = f wfiw)dw ,equation (39) is the expected value (mean) of an Extreme

w=—o

Value Distribution with scale parameter D. It is well known that this expected value is InD +

S5772..., where .57721... is Euler’s Constant. Therefore expected maximum utility is

(41) U =D + 5T721....

J,

M
BEuler’s Theorem states D = 21 ; um.aaTD if D is homogenous of degree one in the a; . In
n=1 i= ni

= yd
our case, &, = €



Equation (41) is used in Section VI. to derive a compensating variation and an equivalent variation
from the nested logit model. Remember that U is expected maximum utility per choice occasion.

As an aside, note that it can shown that

U _
(42) v Prob(ni)

nl
Said loosely, equation (42) is the discrete-choice random-utility analog of Roy’s Identity where V; is

interpreted as the negative of the normalized price of alternative ni.

V. The Functional Form of the Conditional Indirect Utility Functions, <ij>, and
Budget Exhaustion
Let I denote the budget, P the price (cost) of alternative mj, and ™ the vector of other
observed attributes of alternative mj. View the choice set as containing C mutually exclusive
alternatives and a numeraire composite good. During each choice occasion, the individual is
constrained to consume one, but only one, of the C alternatives, -and then spends the rest of his or
her budget on the numeraire good. For example, if alternative ni is chosen, (I - p,;) is spent of the

numeraire good and budget exhaustion requires that V., is restricted to functions of the form
@3) V,y = Vol - P B

It is common to assume that equation (43) is linear in its parameters, but this is both restrictive and

unnecessary. If one restricts equation (43) to be linear in (I - p;) of the form

@3a) Vg =udl - p,) + b (B

, a commonly imposed restriction, u is the constant marginal utility of money, and the budget, I, is
not a determinant of which alternative is chosen (that is, when equation (43a) is adopted, the budget
does not appear as a variable in the probability equations). Nested logit models that assume

equation (43a) are deemed NL models with zero income effects. As we’ll soon see, one only gets

closed-form solutions for the compensating, and equivalent, variation, if one assumes (43a).
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However, this lack of closed-form solutions is not a big deal because, given equation (43) and its
parameter values, it is easy to derive an exact compensating variation and an exact equivalent

variation for any specific change in prices and/or other attributes.

The reason that the budget drops
out of the choice probabilities when
constant marginal utility of money is
assumed is that any attribute (budget, price
or other attribute) that has a constant
magnitude across all the alternatives, and
whose coefficients in the conditional
indirect utility functions do not vary across
the alternatives, will not influence the
choice of alternative (I is just one
example).

More generally, any attribute that has a

constant magnitude across some subset of

the alternatives, and whose coefficients do
not vary across the alternatives in this subset, will influence whether this subset is chosen but not

influence which alternative in this subset is chosen. For example, if

(@4) V=0 - Py + hp(B™)

the budget, I, will influence whether an alternative of type m will be chosen, but not influence which
alternative of type m will be chosen. If size is an attribute, all alternatives of type m are size 10, and
the coefficient on size is the same in all of the conditional indirects for alternatives of type m,
condiﬁonal on you choosing an alternative of type m, size will not influence which of the alternatives

of type m you will choose. This can be confirmed by examining equation (19).
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V1. A Compensating Variation and An Equivalent Variation

Let P = <Ppmj>> B = <p™>, and consider a change from the initial state
{I°, P°, B°} to some proposed state {14, P, ﬁl}. For each choice occasion , define the
compensating variation, CV, associated with this change as the monetary compensation (or payment)
in the proposed state that would make the expected maximum utility in the proposed state equal to
the maximum expected utility in the initial state; that is,
45" u° = ug®, pP°, g9 = UJ' - cv, P\, pY) where
expected maximum utility, U, is defined by equations (41) and  (35). Remember that CV is the
compensating variation per choice occasion, not for the year or season. At the end of this section, I
will discuss whether and, if possible, how the seasonal compensating variation can be derived from
the per choice-occasion compensating variation.

Define an equivalent variation per choice occasion , EV, as
(46) U' = Ug', P, p) = UQ® + EV, P, B
i.e., the monetary compensation (or payment) in the initial state that would make expected
maximum utility in the initial state equal to expected maximum utility in the proposed state.

If one imposes zero income effects (equation (43a)), equation (45) can be solved for CV,

and CV = EV. Specifically,

Note that this definition for the compensating variation is the random-utility analog of the
standard definition of compensating variation in terms of a deterministic utility function. The CV
generated by equation (45) is the compensation (or payment) in the proposed state that would make
an observer’s expectation of maximum utility in the proposed state equal to his expectation of
expected maximum utility in the initial state. Hanemann [18] notes two other possible definitions of
the compensating variation. We have defined U as expected maximum utility from the observer’s
perspectlve Define u as actual utility. The oompensatmg varlatlon from the mdwxdual’s perspectlve,
cv, is not a random variable. It is u(y°, P°, g°, <e, i>) = u(yl - ov, PL, gl < ¢, mj 15). o isa
random variable from the observer’s perspective, and one might define a compensating variation,
CV, as the observer’s expectation of cv. Hanemann also defines a compensating variation, CV, as
the compensation (or payment) in the proposed state that would make the probability that utility in
the proposed state (with the compensation) is greater than utility in the initial state 50%. Whereas
CV is the mean of the distribution of the cv, CV is the median. As Hanemann [18] demonstrates,
for the nested logit model, CV = CV, but CV does not, in general, equal CV. CV = CV in the
nested logit model only if one imposes zero income effects.
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(47) CV = EV = (w[Ud®, P, pY) - UQC PC, BO] + (' - I

= (/p)[nD' - 0D
where D is defined in equation (35), D! is D evaluated at 1°, P! and B!, and DO is D evaluated at
1°, P® and g°. Intuitively, in the case of zero income affects, the CV is just the change in expected
maximum utility converted into a money metric by multiplying by the inverse of the constant
marginal utility of money, (1/p).

When one does not impose zero income effects, CV # EV, equation (45) cannot be solved
to obtain a closed form solution for the CV and equation (46) cannot be solved to obtain a closed
form solution for the EV. However, it is still easy to numerically calculate an individual’s CV, or
EV, for any proposed change. For example, given the estimated parameter values, an individual’s

CV for any proposed change can be calculated by using any numerical minimization algorithm to
find the CV that minimizes [U(y°, P%, 8% - U@y! - CV, P!, )PP

where U is defined by equation (41).°. The CV that minimizes this expression will be the
individual’s CV for the change.

Remember that CV is not the per year (or per season) compensating variation associated
with a change in the attributes of the alternatives, but rather the compensating per choice occasion.
If the year is divided into a fixed number of choice occasion (e.g. weeks) and during each of the
periods the nested logit model includes all possible alternatives in the choice set, the compensating
variation for the year (season) is easily obtained by multiplying the per-period CV by the number of

periods in the year (season).!

BFor example one can use the optimization routine in the statistical package Gaussi or the
FindMinimum command in the mathematical software Mathematica.

1Note that alternatives can be grouped. For example, the complete set of alternatives facing the

individual could be lumped in two categories, fishing trips and nonfishing trips where nonfishing trips
include staying at home, going bowling, etc.
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Alternatively, if the choice set for each choice occasion is restricted, things are more
complicated and one cannot get the compensating variation for the year by simply multiplying the
compensating variation per choice occasion by the number of choice occasions in the year. The
problem is that when the choice set is restrictived, the number of choice occasions in the year
becomes a function of the attributes of the alternatives in the réstrictive choice set. Multiplying the
CV by the number of choice occasions in the initial state,{I°, P°, 8°}, provides only a lower bound
on the compensating variation for the year. Multiplying the CV by the number of choice occasions
in proposed state, {I!, P!, 81} , provides only an upper bound on the compensating variation for the

year. Neither is necessarily a close approximation. Details are provided in Morey [27].

VII. Expanding The Nest
The nested logit model can be expanded into as many levels as one desires. For a three-
level nest, equation (1) expands to

(1-3level) Umj = W Y (Imj) € C

mj * €mj

33



where the 1 dimension of the choice set is characterized in term of L distinction types. As before,

the m dimension has M distinct types and the j dimension J distinct types. To generate a simple

three-level nested-logit model where s, = sV m and a,, =1¥ m assume!’

L M J

(8-3level-1) F(<51mj>) = exp{_E[E [zm: e-S€|mj](t/s)]1/t}

-1 m-1 j-1

The derivation of the Prob(gni) and expected maximum utility follow the same logic as in the two-

level case, the notation is just messier. If one bashes through the derivations, one obtains

My Jn 3,
e Vanl (Y (Y svgml](t/ N1/o-1 Y e SVgnJ]((t/S)- 1
1

16-3level-1) Prob(gni) = m-1 j-1 i
( ) Prob(gni) L

E [ E [Em e sv|mJ](t/s)]1/t

-1 m-1 j-1

and per-choice occassion expected maximum utility is

(41) U =MD + 57721....

where
L M In v
(35-3level-1) D = E[E [E et |mJ](t/s)]1/t
-1 m=1 j=1

A sufficient, but not necessary, condition for this density function to be well behaved is
s> t>1.
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Consider now a more general three-level nested-logit model where!®

L M I
(8‘3ICVCI-2) F( <€ lm_| >) = exp{_zlﬁ [ E am [E e ~Sm€ |m]](t|/sm)]1/tl}
I-1 m=1 j=1

M, I, 1,
e $nVgni [ Eg [E e vagmj](tg/sm)](l/tg)‘ 1 [E e Snvgnj]((tg/sn)‘ 1

Slovel R =% =
(16-3level-2) Prob(gni) L M Iy s Vi (t/s )1/t

(X (3 e oyt
(16-3level-2a)

M, I, I
e Sn(Xg* an* Vgm) [ Zg [2 e Sm(Xg*om* ngj)](tg/ Sm)](l/ tg)-1 [E e Sn(Xg* Vgnj)]((tg/ Sp-1)

- m-1 j-1 j=1
L M Jq
0O ot Vimn(t/smq 1/
[y [Xe™ )

where a, = In(a,), and y; = In(x)). The parameter x; adds a group specific constant term to each

of the Vimj- As noted on page 9, the &, add a group specific constant term to each of the Vj;

L M I
(35-3level-2) D = E X [ E a, [E e SmVst](tl/ Sm)]l/ tm
1-1 m=1 j=1

18Sufficient, but not necessary, conditions for this density function to be well behaved are
a, >0Vm, x>0V and {s,,> 21 Vme M}, 1=12,..L.
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The Implications of Model Specification for Welfare Estimation in Nested Logit Models

Discrete choice models of the demand for environmental goods have been used to value changes
in environmental quality or environmental experiences beginning with work by Hanemann (1978), Feenburg
and Mills (1980), and Caulkins, Bishop, and Bouwes (1986). Recently, discrete choice models have seen
even greater use (Bockstael, Hanemann, and Kling (1987), Bockstael, McConnell, and Strand (1989); Creel
and Loomis (1992); Jones and Stokes Associates (1987); Milon (1988); and Morey, Shaw, and Rowe
(1991); Morey, Rowe, and Watson (1993)) as increased computational capacity has allowed the estimation
of these models with large data sets and many choice alternatives.

In these models, individuals ére assumed to choose to visit the site that yields the highest utility
per choice occasion. Assuming that each individual has a additive etror that follows an extreme value
distribution yields a logit model. The benefits of environmental improvement or preservation are computed
based on the estimated coefficients. The main strength of the logit discrete choice model is its ability to
model an individual’s choices among a range of quality differentiated alternatives. This is well suited to
many cases of recreation demand where environmental quality is an important component of choice. An
important disadvantage of the simple logit model is the now famous independence of irrelevant alternatives
(IIA) problem which implies that the addition of a new altemative does not change the choice probabilities
between any two existing alternatives. One solution to the IIA problem is to use a generalized extreme
value distribution which allows grouping of the alternatives and, therefore, correlation among the errors
within each group. These models are generally referred to as nested logit models. '

The use of the nested logit specification for welfare evaluation raises several important modelling
issues that have received little systematic analysis. First, the researcher must choose a nesting structure:
which groups of alternatives should be grouped together to allow correlation between alternatives within
M group. For example, suppose a recreationist chooses from among three activities, recreational boating,

fishing, or picnicking, at three different locations (sites). There are thus nine activity/site alternatives. A

! See Morey (1992) for a nice derivation of the nested logit model and an explanation of the relationship
between the nested model and the generalized extreme value model.
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mulﬁnomial logit model with no nesting structure would treat the individual as choosing from among nine
alternatives with the ITA property holding between all nine choices. One possible nesting structure is to
group each of the three sites together for each activity. IIA would still hold within the group, i.e., between
each site for each activity, but not between sites over different activities. An alternative grouping would
be to group ihe three activities together for each site. In this case, IIA would hold within the activities for
each site, but not between sites. There is no theoretical basis upon which researchers can choose between
various nesting structures.

One common interpretation of the nesting structures has been a sequential decision making process.
For the first grouping structure described above, the interpretation would be that the individual first chooses
which activity to undertake and then which site to visit to undertake it. The second grouping would reverse
the order of the decision: first the site would be chosen and then the activity. Although appealing in
interpreting sbme correlation patterns, the sequential interpretation is not necessary. In fact, all that the
grouping patterns do is introduce correlation among choices. This correlation could be introduced by
individuals undertaking decisions in a sequential way, but these correlations may be introduced for a variety
of other reasons such as omitted vaﬁables. Alternatives are correlated from the perspective of the researcher
when there are similar unobserved factors between alternatives. As Train, McFadden, and Ben-Akiva
(1987) note, these correlations arise "from patterns in the researcher’s lack of information, rather than from
the households’ decision processes (page 113)."

Alternative decision structures imply different tree structures and consequently, different coefficient
and welfare estimates. Although it is likely that the structure of the decision process is critical to the
resulting welfare measures, almost no sensitivity analysis has been performed on the implications of
alternative structures in the literature on environmental benefits.

A second issue in the estimation of nested logit models is the choice of estimator. In the context
of recreation demand, estimation of such models has typically been accomplished in a sequential fashion,

_ estimating first the probability of choosing an alternative within a group and then the probability of choosing

each group.
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Recent work in applied econometrics suggests that the sequential estimation methods used in most
of these prior studies is asymptotically inefficient and yields inconsistent standard error estimates in the
second stage of estimation. Further, in many applications the coefficient estimates from sequential estimation
appear quite different from simultaneous estimation and several authors recommend a simultaneous
estimation strategy (Cameron (1985); Hensher (1986); Borsch-Supan (1987); Brownstone and Small (1989)).
Morey (1994) concludes on the basis of their findings that sequential estimation should be avoided. The
simultaneous strategy is termed full-information maximum likelihood (FIML). Previous work, primarily
on transportation problems, has focussed on the effect of FIML vs sequential estimation on coefficient
estimates. However, the implications of estimator choice for welfare estimation has not been previously
examined.

Additional issues arising in model specification and estimation have to do with the choice of
variables included in the model and whether coefficient values are constrained to be equal across levels of
the nest. It is possible to estimate nested logit models without constraining the coefficients on the variables
to be the same across the groups of alternatives. Perhaps more interestingly, it is also possible to estimate
separate dissimilarity parameters for each group which measure the degree of substitution within and
between groups. These generalizations have rarely been empirically implemented.

Though there has been limited work examining the importance of nesting order, choice of variables,
or equivalence of coefficients across nesting levels, some important work on specification issues in discrete
choice models when applied to environmental valuation have been undertaken. Parsons and Needelman
(1992) examine the implications of site aggregation and Parsons and Kealy (1992) examine the effects of
random opportunity sets on estimation results and welfare measurement. Morey, Rowe, and Watson (1992)
investigate the effects of including income effects and adopting a nested logit structure rather than a non-
nested model.

Given the policy significance of estimating environmental benefits accurately, it is valuable to

investigate the implications of these modelling decisions on benefit estimation. This research investigates
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the effects of alternative nesting structures, choice of estimator, and variable inclusion on welfare
measurement.

Although recent work in recreation demand analysis and contingent valuation models have
commonly presented interval estimates of welfare measures (Cameron (1991), Kling (1991), Park, Loomis,
and Creel (1989), Duffield and Patterson (1989), among others), researchers employing discrete choice
recreation demand models have not typically provided estimates of standard errors of the welfare measures.
An additional contribution of this work is to describe and implement a simulation procedure adapted from
wofk by Krinsky and Robb (1986 and 1991) to estimate standard errors for the welfare measures from

nested logit models.

ISSUES IN ESTIMATING NESTED LOGIT MODELS AND COMPUTING WELFARE MEASURES

Suppose an individual is considering whether to go recreational fishing from the beach, pier, private
boat or charter boat and that there are J sites at each of the four modes. There are numerous ways these
alternatives could be grouped in estimating a nested logit model. One possibility is to group the sites
together by mode. In this case, it is convenient to consider two decisions, choice of mode and choice of
site. Again, a sequential interpretation is not necessary, all that is necessary is a hypothesis that there is
correlation in the pattern of choices within modes.

Using this structure, the probability that an individual will choose to visit site j using mode m can

be represented by the following

1
P,=P(j|m)P(m), @

where P(j |m) is the probability that the individual chooses site j conditioned on choosing mode m and P(m)
is the probability the individual will choose mode m.
Assuming a generalized extreme value distribution results in the nested logit model (Morey (1994);

Maddala(1983)) where this probability can be expressed as
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where V,, is the utility from visiting site j using mode m, o, is a parameter that measures the degree of
substitution between the various modes, M is the number of modes, and J, is the number of sites in mode
m. Note that the number of sites may vary by mode. The coefficient, o, is referred to variously as the
inclusive value coefficient or the dissimilarity parameter. When o =1, for all m, the probability expression
in (2) collapses to the standard multinomial logit probability, where the IIA property holds between all
alternatives. Thus, one test of the IIA hypothesis is whether o =1.

Applications of the nested logit model in the recreation demand literature have generally estimated

a single value for all oy, ie., @,=a,=...=a. The indirect utility function is typically specified as

linear; a simple example is

V=B 1PputB2uCiop 3
where greek letters are coefficients, P, and C,, are price and catch variables that describe the utility
associated with visiting site j using mode m. Note that the coefficient on catch is subscripted by mode (m)
to denote the possibility that the coefficient value might vary across modes.

FIML estimation is accomplished by defining the log likelihood function to be the product over

a sample of individuals of the probability statements in (1).
N
L =[P, @)
=1

where the i subscripts individuals in the sample and there are a total of N observations. (For ease of
exposition, the i subscript will be omitted). Morey, Rowe, and Watson (1993) employ a FIML estimator

in their study of recreational angling in Maine.
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An alternative formulation of this choice probability that makes the two part decision structure and

the sequential estimation strategy explicit is

_ exp(V’Ja )
P(jlm) = exp(I_) E)
exp(a L)
P(m)= - 5)
Y exp(a )
k=1

J,

I= log(gl: exp(V,J/a -

i

Here, 1, is referred to as the inclusive value and ié a measure of the expected maximum utility from the

_alternatives contained in that subgroup. Sequential estimation proceeds by first estimating the conditional
choice probability P(j|m). This provides estimates of the coefficient vector /o which are used to
constrict the inclusive values. These values are then used in a second stage to estimate o from which the
individual f’s can be recovered.

As Brownstone and Small (1989) note, when employing the sequential estimation strategy it
becomes difficult to allow the o’s to vary by mode (m) since the values of the B’s are recovered by
dividing by the inclusive value coefficient (or). Thus, the equations in (4) are commonly written with an o
that is uniform across modes. Morey (1994) notes that common usage of the term "nested logit" carries
with it the assumption of o’s that do not vary across modes. Most applications of the nested logit model '
in recreation demand analysis have employed the sequential estimator.

As noted earlier, problems identified with the use of sequential estimation include asymptotic
inefficiency and inconsistent standard error estimates. Also, FIML estimates of the coefficients may differ
substantially from sequential estimates in finite samples.

Welfare measures computing the value of a_mgling per choice occasion can be constructed based
on estimates from either estimation strategy. Hanemann demonstrated that the compensating variation

associated with a change in prices or qualitics can be expressed as
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where the superscripts on V indicate whether the prices and qualities are set at the new level (superscript
2) or the original level (superscript 1). These welfare measures will be compared to measures resulting
from simple multinomial logit models with no nesting as well as to nested models estimated simultaneously.

Since the estimated coefficients in equation (6) are random variables, the compensating variation
estimate is also random. A simple procedure for estimating the standard error of the welfare measure in
(6) is to follow the suggestion of Krinsky and Robb (1986) where they employed a simulation strategy to
estiinate standard errors for elasticities.

In the context of welfare measurement, the procedure is as follows. First, upon estimating the

model, denote the estimated coefficient vector ﬂ and its estimated variance-covariance matrix, VC. Now,
take a random draw from the multivariate normal distribution with a mean of ﬂ and variance-covariance

matrix VC. This provides a pseudo parameter vector that can be denoted, ﬁ‘ . Plugging these values into

equation (6) yields a pseudo-welfare estimate, cv’. By repeating this procedure a large number of times,
a distribution for cv is constructed. The standard error of this distribution is an estimate of the standard
error of cv.

In addition to estimating the standard error, this procedure can also be used to estimate bias. An
estimate of the bias is provided by the difference between the average cv™ and the point estimate of cv. If
this- difference is positive, it suggests that the point estimate is too large, if the difference is negative, it
suggests downward bias. These bias estimates can be used to adjust the point estimates of welfare ex post.

This simulation procedure will be applied to several models estimated using the FIML %ﬁMor.
Note that it would be difficult to apply the procedure to estimates from the sequential model since a single
variance-covariance matrix is not estimated. In particular, the covariance terms between the dissimilarity

coefficient (o) and the B’s are not directly estimated. The relative ease of computing standard errors using
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the Krinsky and Robb procedure from a FIML estimator is another advantage of FIML over sequential

estimation.

DATA

The data used for this study are from the Southern California Sportfish Economic Survey sponsored
by the National Marine Fisheries Service, Southwest Fisheries Science Center and the California
Department of Fish and Game and was conducted in 1989 (Thomson and Crooke, 1991). The survey
collected information from a random telephone survey of households in the eight coastal counties of
sou;hem california ip four waves during 1989. A follow-up mail survey collected detailed information from
anglers on their most recent fishing trip. Noncoastal county anglers were contacted via the Marine
Recreational Fishery Statistics Survey and sent the mail survey if they indicated willingness to participate.

In their responses to the mail survey, anglers reported their zip code, which site they visited on
their most recent saltwater fishing trip, and which of four modes of fishing they chose: pier, beach, private
boat, or charter boat. They were provided with a map of soufhem California that identified 34 fishing
locations along the seven southern California coastal counties. The area covered ranges from the Mexican
border north to San Simeon. The map identified 22 coastal sites where shore or offshore fishing could take
place and 12 offshore sites that could be reached only by boat.

Since logit models rcqﬁire information for each observation on each alternative, and since
individuals only reported distances and travel costs for the location they actually visited, the distances
between their origin zip code and each of the shore sites was computed. Roundtrip travel costs for each
indi.vidual to each site were computed by multiplying the roundtrip distances by a constant cost per mile

and adding an opportunity cost of travel time. The cost of time was constructed simply as the after tax
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wage rate times an estimate of the time spent travelling to the site.> Finally, boat fees and fuel costs were
added to the charter and private boat alternatives.

Exogenous data on catch rates were obtained from the 1989 Marine Recreational Fishery Statistics
Survey. This survey intercepted anglers on site and collected data on catch rates. This d‘;ita contained
information on average catch per hour fished of each of the major species in the area for each of the four
modes. This data was only available for more aggregate areas than those corresponding to the mail survey.
Since the MRFSS data was the lowest common denominator, the site identified by it were employed in this
study. Once this data was coinbined with the survey data there were a total of 5 sites where anglers could
fish from the beach or pier and an additional 3 sites that could be accessed by party or charter boat. Thus,
there were a total of 26 mode/site alternatives: 5 pier sites, 5 beach sites, 8 private boat sites, and § charter
boat sites.

In the mail survey, anglers reported which species they were primarily fishing for; in many cases,
they indicated they were fishing for two or more species on the same trip. To more accurately capture the
catch rates of interest, a catch rate variable was constructed for each individual that was the sum of the
catch rates of each of the species they identified as having been primarily pursuing. This construction
appears to more accurately depict the desirability of a site from the perspective of an angler with a particular
species in mind.

In addition to prices and catch, two other variables were used in some estimations to help predict

angler’s site selection. Charter boating is likely to require additional effort and organization than the three '

othér modes. Often reservations must be made in advance and groups may be organized to go as a party.
Additionally, charter boating may have significant additional costs that are not reflected in boat fees or
travel costs. For these reasons, a dummy variable taking on the value of "1" when the choice was charter

boat and "0" otherwise was constructed. A second dummy variable identifying whether the angler was

2 In a recent extension of Bockstael, Hanemann, and Strand’s (1987) work on the value of time,
Larson (1993) argues that there are many cases when valuing time at the full after-tax wage rate is
applicable.
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targeting at least one species was also constructed. This variable took on a value of "1" if the angler was

targeting a species and chose one of the offshore modes: private boat or charter boat.

EMPIRICAL SPECIF_‘ICATIONS AND ESTIMATES

In the typical recreation demand application of the nested logit model, the researcher(s) hypothesize
a particular tree structure, choose variables to be included in the estimation, and estimate the model
sequentially. The resulting coefficient estimates are used to estimate welfare associated with hypothesized
chailges in catch rates or site availability. The purpose of the empirical exercise reported here is to examine
the sensitivity of welfare estimates to variations in the set of maintained hypotheses. Specifically, four
alternative nesting structures are employed to estimate nested logit models. Three different subsets of
variables are used to describe the choices individuals make between different sites and modes. The models
are estimated using the sequential estimator and FIML and they are estimated allowing the dissimilarity
parameters to vary by mode and the coefficient on catch rates to vary by mode as well. Finally, the results
of these model estimations are used to compute point estimates of welfare for closing down all of the beach,
pier, private and charter boat sites. Standard errors for welfare measures computed via Krinsky and Robb’s

simulation method are reported for the four nesting structures.

MNL Estimation

As a starting point, a basic multinomial logit model is estimated implying that IIA holds between
all alternative site/mode combinations. This is equivalent to estimating the model identified by (2), (3), and
(4) assuming the o =1, for all m. In this simple model, there are a total of 26 alterative site/mode
combinations, thus 26 alternatives.’

Table 1 contains the results of the estimation when just two variables are included: price and catch

rate. As for all of the model estimates presented here, the coefficient on price is negative and significant.

*The model was estimated using both the discrete choice option in LIMDEP and maximizing the log
likelihood function explicitly in TSP. The coefficient estimates always agreed to within at least two decimal
places.
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Likewise, the catch rate variable is also significant. Since the focus of this paper is on implications of
model specification for welfare estimation, individual coefficients are not reported for each of the models.
Rather, welfare measures and likelihood values are reported. In addition, when the models exhibit either
unexpected sign values of insignificant coefficients, these will be noted in the discussion. |

The first column of table 1 contains six welfare estimates and the value of the log likelihood
function for the multinomial logit (MNL) model. The first four welfare estimates are the average
willingness to pay per choice occasion if the 5 beach alternatives, 5 pier alternatives, § charter boat
alternatives, and 8 private boat alternatives are shut down, respectively. The offshore measure is the welfare
estimate corresponding to elimination of all pier and beach fishing alternatives. The shore measure is the
estimate associated with eliminating all charter boat and private boat fishing alternatives. As noted in the
Jones and Stokes report (1987), the sum of the welfare measures from shutting down the separate pier and
beach alternatives is less than the shore measure and likewise for the offshore estimate relative to charter
and private boat modes. Thus, there are increasing costs to anglers of closing more sites.*

/The MNL estimates indicate that the average willingness to pay per angler per choice occasion to
maintain access to beach sites is about $8.75. The value §f pier alternatives is about the same at $8.15.
As expected, charter and private boat alternatives are more valuable then pier and beach alternatives. Also,
offshore alternatives are more valuable than shore alternatives.

A second MNL model was estimated allowing the coefficients on catch rate to vary across the four
modes. The welfare estirnates resulting from this estimation are reported in column five. The coefficient
on price was not allowed to vary across modes as there are theoretical arguments for maintaining uniformity
in the cost coefficient across alternatives (Truong and Hensher 1985)). Additionally, the two dummy
variables do not vary across modes so allowing their coefficients to vary by mode is not possible. Each
of the coefficients on catch are positively signed and significant. A likelihood ratio test suggests that the

MNL with differences in the catch coefficient provides a significantly better fit. The welfare estimates are

* Note that one implication of the logit model as specified here is that angling is a necessary good. If
all of the site/mode combinations are eliminated, utility for the angler goes to zero.
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not hugely different from the MNL model with uniform catch coefficients, but clear differences are
apparent.

Both of these models were estimated again using price, catch, and the target dummy (table 2) and
price, catch, the target dummy, and the charter boat dummy (table 3) as variables. The game welfare
measures were estimated and reported. Not surprisingly, there are differences in the welfare estimates
across the three sets of variables. Likelihood ratio tests suggest that the inclusion of all four variables is

appropriate, but all three tables are reported here to examine some interesting comparisons that arise.

FIML vs Sequential Estimation

To allow for violations of the IIA assumption, nested multinomial logit models are estimated. The
first nesting structure examined is one where the sites are grouped together by mode. Nesting structure A
in Figure 1 identifies the structure where the five beach alternatives are grouped together, as are the five
pier alternatives, the eight charter alternatives and the eight private alternatives.

The first estimation strategy is sequential, corresponding to the probability statements expressed
in equation (5). Estimation proceeds in reverse order. First the choice among sites is estimated. Based on
coefficient estimates from this estimation, the inclusive value is computed and used to estimate the choice
among modes.

‘When adding the dummy variables, charter and target, another disadvantage of sequential estimation
appears. Since these dummy variables do not vary across sites within a mode, they cannot enter the first
stage of the estimation. Rather, they must be introduced in the second stage. When estimating the models
sequentially, these two variables enter the second estimation along with the inclusive value computed from
the first stage.

Results for the sequential estimator are presented in the second column of tables 1-3. In addition
to the six welfare estimates, the coefficient on the dissimilarity parameters are presented in the 8th row.

Standard errors for the dissimilarity parameters are presented in parentheses next to the coefficient estimates.
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The three estimated inclusive value coefficients are 0.22, 0.29, and 0.34. All are statistically significant at
the 1% level. They are also significantly different from 1.0, indicating rejection of the ILA hypothesis.
The third column in the three tables presents results from FIML estimation’ All of the
coefficients are significant and have the anticipated sign. The dissimilarity parameters are 0.28, 0.40, and
243, The dissimilarity parameter estimated from the sequential model and FIML in table 1 are fairly close
(0.22 vs 0.28). The corresponding welfare measures differ, but are arguably quite similar. When an
additional variable is included (table 2) the dissimilarity parameters di\./ergc a bit more and when the second
dummy variables is added (table 3) they diverge substantially (2.43 vs. 0.34). This result is likely due to
the differential way of including the dummy variables into the estimation. Using FIML, the variables enter
the .model in the same way that parameters that vary across modes does. Using the sequential estimator,
they can enter only in the second stage and thus contribute less information to the choice process. Note
the substantial differences in welfare estimates from the sequential vs. FIML estimator in table 3.
Additionally, the other coefficient estimates also differ considerably from the sequential estimators
yielding quite different welfare estimates as can be seen by comparing columns 2 and 3 across the three
tables. These quite disparate results add further to the results of Cameron, Hensher, and Brownstone and
Small that suggest that the sequential estimator may yield quite different coefficient estimates from FIML.
A further advantage of the FIML estimator is the ease with which nonuniformity in parameter
values can be estimated. Each of the three models was re-estimated with additional flexibility in the
parameter values. First, the inclusive value coefficients were allowed to vary across modes. This is identified
in the tables as FIML (0=£). Next, the coefficient on catch were allowed to vary by mode while imposing
a uniform inclusive value (labelled FIML (8,#)). Finally, both the inclusive value and the coefficient on
catch were allowed to be mode specific (FIML (a#,B,#)). In these models, the coefficients on all of the
variables except pier and beach catch rates are of the expected sign and significant. For the pier and beach

catch rates, the signs are occasionally negative and often insignificant.

SEstimation was performed by specifying the likelihood function in TSP and using the ML routine.
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Eliminating the restrictions of uniformity of parameters across modes can make dramatic
differences in the welfare estimates resulting from the models, as seen in the tables. For example, using
the FIML estimator with three variables (table 2), one can get welfare estimates ranging anywhere from
$2.32 to $22.12 for elimination of beach access, depending on whether the o’s and B,’s are aliowed to vary
by mode or not. Equivalently large differences are evident throughout the three tables.

A perusal of the equivalently large differences in estimated dissimilarity coefficients is also
instructive. When more than one dissimilarity value is estimated, the far left column of the table identifies
which mode is associated with that coefficient. Beginning with table 3, all of the dissimilarity coefficients
estimated via FIML are greater than unity and substantially larger than that estimated using the sequential
estimator (0.34). Also, they are all significantly different from both 0 and 1. In table 2, the dissimilarity
coefficients do not diverge as much between the sequential and FIML estimators when the coefficient is
equal across modes, but are quite large when they are not constrained to be equal across modes. A similar
pattern appears in table 1.

Not surprisingly, the use of the dissimilarity coefficient to test for the IIA property depends
critically upon model structure and choice of variables. In all cases in tables 1-3, the IIA property would
be rejected based on statistical significance of the inclusive value coefficients and likelihood ratio tests.
However, the magnitude of the value varies from 0.22 to as high as 2.69.

An intuitive interpretation of the dissimilarity parameters has to do with the degree of substitution
between alternatives within a group and between groups. Train, McFadden, and Ben-Akiva (1987) argue
that dissimilarity parameters greater than on imply that there is more substitution between groups than
within and dissimilarity parameters less than on imply there is more substitution with groups than between.
Natyrally, values equal to on indicate an equal degree of substitutability between all alternatives.

McFadden (1981) identified that a globally sufficient condition for the nested logit model to be
consistent with utility maximization is that O<a<1. As noted above, many of the estimated values do not

conform to these requirements. This pattern has been noted in other studies. Recently, Borsch-Supan (1985
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and 1990) has demonstrated local sufficiency conditions that permit values of o>1.° His work establishes

that dissimilarity coefficients that exceed one can be consistent with utility theory.

Nesting Structure

To examine the implications of the grouping structure assumed by the researcher on welfare
measures and coefficient estimates, three additional nesting structures are hypothesized and estimated.
Figure 1 contains all four structures. These are, of course, just four of many possibilities that could be
identified. In the first two structures (A and B), the groups are made by mode. In A, the alternatives in
each of the four modes (pier, beach, private, and charter) are grouped together. In B, there are two modes:
offshore (the combination of private and charter) and shore (the combination of pier and beach).

In model A, the sites are grouped together by the four 4 modes: beach, pier, private, or charter.
In model B, the sites are grouped by just 2 aggregated modes: fishing from the shore (pier or beach) or
fishing from offshore (private or charter). In model A, ITA is relaxed between choices from the four
different groups, but maintained with each group. In model B, IIA is relaxed between alternatives in the
shore and offshore group, but again not within the groups. Thus, in model B, an angler is assumed to view
the 10 shore alternatives (5 pier/site choices + 5 beach/site choices) as perfect substitutes. Likewise, the
16 offshore alternatives are viewed as perfect substitutes.

Table 4 contains the welfare measures and dissimilarity parameters estimated using FIML for model
B. All four variables are included in the estimation and o and B, are allowed to vary across the modes.
All of the coefficients are significant and of the expected sign. The dissimilarity coefficients on the offshore
mode is not significantly different from 1.00 suggesting that there is equal substitutability between shore
and offshore alternatives as there are within offshore alternatives. The dissimilarity coefficient on the shore
mode is significantly less than 1.00. The welfare values are similar to those presented for model A for

elimination of beach and pier access, but quite a bit larger for the other four welfare measures.

“Unfortunately, given the large number of alternatives considered in this study (26) his conditions would
require the evaluation of many derivatives.
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An alternative approach to grodping angler’s alternatives is by site. Again, two alternative forms
of nesting structure are examined and identified as models C and D on Figure 1. In model C, four mode
alternatives are grouped together by site. Note that for sites 1-5 there are 4 mode choices, but for sites 6-8
there are only 2 mode choices (charter and private boat). In model D, there are only two ;lggmgatc site
alternatives, shore sites and offshore sites (i.e., sites 1-5 vs sites 6-8).

The welfare results for these two models are also presented in table 4. In model C, there are five
insignificant coefficients (out of a total of 19 estimated parameters) and one negative catch coefficient.
Model D has no insignificant coefficients. The dissimilarity parameters are generally significantly different
from 1.00, with exceptions for the site 3 in model C and the shore sites in model D.

Again, differences in coefficient estimates yield large differences in welfare estimates. The

measures estimated using model C are nearly twice as large as predicted by any of the other models.

ESTIMATING STANDARD ERRORS AND BIAS

Additional insight into the differences in welfare meashres may be provided by the computation
of standard errors of the estimates. Following the procedures described above for simulating the distribution
of the welfare measure, standard errors were constructed for each of the welfare measures reported in table
4. These estimates are presented in parentheses below the point estimates.

For the most part, the welfare measures are estimated quite precisely. The exception occurs in
mo&el C where the standard errors are larger relative to the point estimate than for the other three models,
but still fairly tight. The larger standard errors occur here due to the less precise estimate of the
coefficients. As noted earlier, there were five coefficients that were nbt significant out of a total of
nineteen. Higher standard errors on the coefficients translate into higher standard errors on the welfare
measures.

The bias of the welfare estimators was also computed, but not reported in the table. In all cases

the bias was quite low, ranging in absolute value from zero to just over three percent. Thus, though the
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point estimates could be adjusted to correct for the bias, its small magnitude here hardly makes it

worthwhile.

FINAL COMMENTS

Sensitivity analysis performed on nested logit models have identified several issues of importance
to researcher employing these models. First, sequential estimation has several disadvantages which FIML
estimation does not. It was noted here that inclusion of variables that do not vary across all levels of the
nest are more difficult with sequential models. Additionally, allowing variation in parameter values across
levels of the nest is also much easier using a FIML estimator. Finally, and probably most importantly, it
is much easier to construct standard error estimates for welfare measures coming from a FIML estimator
due to the single variance-covariance matrix estimated.

The form of the nesting structure was identified as an important element in welfare measurement.
Four alternative nesting structures were estimated and welfare estimates derived from them compared. The
results from these estimations imply, as expected, that the welfare estimates and conclusions about
substitutability between alternatives are inextricably tied to the maintained hypothesis about model structure.
These maintained hypotheses can take many forms including decisions about which variables to group
together in a nest, restrictions on parameter values across groups, and choice of estimator. Interestingly,
however, in almost all cases, the IIA property is rejected in favor of comelation between groups of
alternatives.

The use of the Krinsky and Robb simulation procedure to estimate standard errors of welfare
measures is straightforward and can be applied to all models of nested models estimated simultaneously
(using FIML). The additional effort to obtain standard errors to supplement the point estimates of welfare
is relatively minimal,

The results from this study reinforce the findings of Smith, Desvousges, and Fisher (1986) who
argue that judgment in model building is a crucial factor in the resulting benefit estimates. It is, of course,

not a surprising finding, but one which applied researchers should be continually aware of. Sensitivity
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analysis and good judgment continue to be key ingredients in obtaining benefit estimates that are defensible

and valuable enough for policy analyses.
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Figure 1: Alternative Nesting Structures
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Table 1: Welfare Measures and Summary Statistics for Nested Logit
Models: Four Levels in First Choice and Two Variables

MNL | SEQ | FIML | FML MNL | FIML | FIML
(o) B» | B» (0#,B,#)...
Beach 874 |3520 | 2023 | 371 653 | 1483 | 362
Pier | 816 | 3447 | 2844 | 379 792 | 1698 | 4.26
Charter 11.10 | 3651 | 31.65 | 1059 1131 | 2141 | 11.59
Private 1487 | 3934 | 3367 | 8.82 1675 | 2551 | 10.14
Offshore 3285 | 9231 | 7988 | 2746 3695 | 59.77 | 3338
Shore 1967 | 83.20 | 68.62 | 840 1640 | 3691 | 8.89
o (private 022 | 028 | 1200.11) | -- 046 | 1.07¢0.11)
charter ©.07 | 007 | 1940.17) ©.07 | 1.770.17)
pier 0.98(0.14) 0.85(0.13)
beach) 0.88(0.11) 0.84(0.11)
Log 3048 | 1390 | 3023 | 2933 3031 | 3010 | 2926
likelihood 1634
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Table 2: Welfare Measures and Summary Statistics for Nested Logit

Models: Four Levels in First Choice and Three Variables

MNL | SEQ | FIML | FIML MNL | FIML | FIML _
(o) B | B» (0,B,#)

Beach 9.61 2672 | 22.18 | 250 7.09 11.10 | 232
Pier 893 | 2599 | 2135 | 3.15 8.62 13.13 | 3.16
Charter 1100 | 2751 | 2291 | 792 11.15 | 1584 | 8.21
Private 1384 | 3027 | 2461 | 649 1626 | 2020 | 7.20
Offshore 3097 | 7034 | 57.89 | 2148 36.39 | 4662 | 25.00
Shore 2201 | 6295 | 5222 | 6.60 1827 | 2842 | 646
o (private 0.29 040 | 1.7000.12) 0.63 1.57(0.13)

charter 0.08) | (0.08) | 2.69(0.20) 0.08) | 2.57(0.21)

pier 1.42(0.16) 1.36(0.17)

beach) 1.18(0.13) 1.16(0.13)
Log 3032 | 1390 | 3018 | 2876 3002 | 2995 2863
likelihood
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Table 3: Welfare Measures and Summary Statistics for Nested Logit
Models: Four Levels in First Choice and Four Variables

MNL | SEQ | FIML | FIML MNL | FIML | FIML
(o) B» | B | (=B
Beach 601 | 2140 | 190 | 205 495 | 1.96 2.17
Pier 582 |[2072 | 185 | 266 584 | 233 297
Charter 1397 | 2850 | 575 | 7.05 14.19 | 6.72 8.08
Private 819 |[2396 | 480 |5.63 979 | 5.69 6.76
Offshore 2022 | 64.87 | 1592 | 19.16 3361 | 1896 | 24.19
Shore 1362 | 4966 | 435 | 548 1236 | 491 6.36
o (private — .| 034 | 243 | 1.89(0.15) - 2.10 | 1.66(0.15)
charter (0.08) | (0.17) | 2.59(0.22) (0.18) | 2.25(0.22)
pier 1.68(0.20) 1.45(0.19)
beach) 1.42(0.17) 1.24(0.15)
Log 2934 | 1390 | 2903 | 2871 2900 | 2883 | 2857
likelihood 1569
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Table 4: Welfare Measures and Standard Errors for Four
Alternative Nesting Structures
MNL Model A Model B Model C Model D
Beach 6.01 2.17 3.22 11.67 472
(0.24)! (0.31) 0.25) .30 0.19)
Pier 5.82 297 3.69 11.50 4.56
0.23) (0.38) 0.32) (2.26) (0.19)
Charter 13.97 8.08 16.26 3546 14.14
0.72) (0.90) (1.02) 6.56) (0.76)
Private 8.19 6.76 13.70 2790 9.79
0.34) 0.70) (0.80) (537 (0.53)
Offshore 29.22 24.19 43,02 61.79 28.64
0.95) (2.26) (3.92) (11.20) 1.37)
Shore 13.62 6.36 11.18 23.56 10.74
0.62) 1.14) (1.39) (3.68) 0.51)
a 1.00 (not 1.66(0.15) 1.07(0.10) 1.94(0.52)* 1.38(0.15)°
estimated) 2.25(0.22) 0.65(0.08) 2.21(0.54) 0.97(0.09)
1.45(0.19) 1.22(0.53)
1.24(0.15) 2.33(0.56)
2.54(0.52)
2.95(0.96)
4.05(0.99)
421(1.01)
Log 2934 2857 2860 2751 2845
likelihood

! Standard error estimates computed using Krinsky and Robb’s simulation method are reported below each
welfare estimate.

% The four values for o correspond to the four modes: private, charter, pier, and beach.

® The two values for o correspond to the two modes: offshore angling and shore angling.
* The eight values for o correspond to the eight sites in ascending order.
5 The two values for o comrespond to two sets of sites: offshore sites and shore sites.
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Abstract
This paper compares welfare measurement under weak complementarity with an uncountable number of
alternative hypotheses that can be invoked to derive the welfare effects of a nonmarket good from meas-
urements on market choices. All of the alternatives generate cardinal transformations of preferences but do
not generate any testable implications for observable market choices. This indeterminacy is a particular
problem in the context of nonmarket valuation because the nature of the particular transformation chosen
dramatically affects the magnitude, and in some cases the sign, of the welfare measures obtained. The
normative nature of weak complementarity and weak neutrality assumptions are illustrated numerically for

the common case of a linear market demand function for the market good of interest.

*The helpful comments of Kenneth Arrow, Bruce Beattie, Bonnie Colby, Dennis Cory, Erwin Diewert,

Rob Innis, Dale Jorgenson, and V. Kerry Smith are gratefully acknowledged. Remaining errors are, of
course, my responsibility.
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Weak Complementarity and Other Normative Speculations
1. INTRODUCTION

The focus of this paper is a common practice in applied welfare analysis - using measurements on the de-
mands for a group of market goods to generate exact welfare measures for changes in the level of provision
of a nonmarket good. The most common approach to evaluating the benefits from environmental im-
provement is to assume that a nonmarket quality is weakly complementary (Miller) to a set of purchased
market goods (Bockstael, Hanemann, and Kling; Bockstael and Kling; Bockstael and McConnell; Braden
and Kolstad; Freeman; Hanemann; Larson 1991, 1992b; Miiller; McConnell; Mendelsohn 1984; Smith and
Desvousges; Smith, Desvousges, and McGivney). Very recently, Larson and Flacco extended the weak
complementarity methodology to the measurement of option values and option prices (Arrow and Fisher;
Cicchetti and Freeman; Schmalensee). An alternative hypothesis to weak complementarity, called weak
neutrality, was recently proposed by Neill and analyzed in detail by Larson (1992a).! Larson (1992a,
1992b) argues that, in contrast to weak cor.nplementarity, wherein the inherent non-use value is zero by
construction, this latter hypothesis permits the measurement of non-use values with market data. However,
a great deal of disagreement continues over this issue (Cameron 1992a, 1992b; Chicchetti and Wilde;
McConnell; Mendelsohn 1987; Smith).

In this paper, I show that a// assumptions like weak complementarity generate cardinal transfor-
mations of consumer preferences. Because no testable implications for the observable choices of market

goods result from these transformations (LaFrance and Hanemann), the welfare measurements obtained are

s

' These two hypotheses are similar in nature and in the degree of restriction imposed on preferences.
Weak complementarity requires that, for some reference price vector, the price-weighted sum of all com-
pensated demand responses to a change in the nonmarket quality vanishes. Weak neutrality requires that,
at some reference point for market prices, at least one compensated quality response vanishes (Larson

1992a).
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arbitrary and can not be defended against the widely divergent numbers that arise from an uncountable
number of alternative, equally plaﬁsible, and equally indefensible assumptions.

These issues are illustrated with a linear demand for one market good. In the illustration, I show
that the weak complementarity transformation affects the size of welfare estimates most in the range of
values for the relevant demand parameters that are common in empirical work on nonmarket valuation.
These results strongly suggest that the automatic invocation of weak complementarity and similar assump-
tions warrants serious reconsideration.

2. WEAK COMPLEMENTARITY AND WELFARE MEASUREMENT

Let x € X < R} be the vector of consumption levels for the market goods of interest with p e P c R} the

corresponding price vector; let z € Z < R} be the vector of all other goods with ¢ €Q c R the corre-
sponding price vector; let T €T — R denote the nonmarket quality; and let income bey €¥ c R,. We as-
sume throughout that the utility function, #: X xZ xT — U c R, is twice continuously differentiable in
(x,2,7) and strictly incréasing and strictly quasiconcave in (x;,z).

To simplify the discussion, we consider a single Marshallian ordinary demand’ function for the
good, x, which depends on its price, p, the prices of other goods, ¢, income, y, and a nonmarket quality, 7,
M x = hp,q,y,7).
The Hicksian (compensated) demand for x satisfies Hotelling's lemma
@ x = g(p,q,u,7) = h(p,q,e(p,q,u,7),7) = Oe(p,q,u,7) / Op,
where e(p,q,u4,7) is the expenditure function defined by
3) e(p,q,u,7)=min{px +q'z u(x,2,7) 24, (x,2) e X x Z}.
The solution to the partial differential equation defined by the two expressions in the middle and

right-hand-side of (2) has the form

? It is straightforward to generalize the arguments that follow to groups of market goods following the line

of reasoning developed by Bockstael and Kling.
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@ e(p,q,u,7) = &(p,q,7,6(¢,4,7)),
where 6(q,u,T) is a constant of integration that depends on (gq,u,7) but is not a function of p and
&(p,q,7,0) is called the quasi-expenditure function (Hausman).

Inverting £(p,q,7,6) with respect to 6 and then 6(q,u,7) with respect to u gives the indirect util-
ity function in the form
®) v(p,4,y,7) = v(4,7,9(p,q,Y,7))s
where ¢(p,q,y,7) = 6(g,4,7) is called the quasi-indirect utility function (Hausman).

The weak complementarity hypothesis (Miller), hereafter denoted by WCH, can be expressed in
terms of the expenditure function as follows. Let de(p,q,u,7)/0p =0 implicitly define the choke price,
p°(q,u,7), for the compensated demand for x. Then x is weakly complementary to 7 if and only if

Oe(p°(q,u,7),q,u,7)
o7

6) 0=

- oe(p°(q,u,7),7,0(q,u,7)) + oe(p°(q,u,7),7,0(q,u,7)) ) 06(q,u,7)
at a6 ot

b

since de(p°(q,u,7),7,6(q,u,7))/ p = 0 by the definition of p° (Willig; Larson 1991). This defines a par-
tial differential equation whose solution is of the general form

) 2(p.q.u,7) = E(p.q,7.0(4,u),

and 'E(p,q,r,a(q,u)) satisfies 0€(p°(q,u,7),q4,7,0(q,u))/ 67 =0. Inverting &(p,q,7,6(q,4)) with re-
spect to 5(q,u) and then inverting 5(11, u) with respect to u gives the transformed WCH indirect utility
function in the form

®) V(0.4,3,7) = V(q,0(p:q,¥,7))-

The difference between ¥(q,9(p,q,,7)) and w(q,7,9(p,q,y,7)) from the perspective of meas-
uring the welfare effects of changes in 7 is that ¢(p,q,y,7) relays all of the information contained in
V(q,9(p,q,y,7)) relating to 7, while ¢(p,q,y,7) only reflects a subset of the information contained in
v(q,7,9(p.q,y,7)) that relates to 7. But any transformation that accomplishes this would work equally
well without affecting the observed demands for the market good x. This is why assumptions like the

WCH are not testable (i.c., neither empirically verifiable nor refutable), as recently shown by LaFrance and
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Hanemann. This is no cause for concern when we are interested in the welfare effects of changes in the
price of x or in income, because the exact welfare measures for such changes are invariant to all specifica-
tions for 6(q,u,) that are consistent with the utility maximization hypothesis (LaFrance and Hanemann).
The difficulty with the WCH (and its relatives) is that for the very reason that this hypothesis permits wel-
fare measurement with observations on market choices, it also introduces a cardinal transformation of
preferences. The cardinal nature of this transformation influences the size, and at times even the sign, of

the welfare measures obtained.

The nature of these issues are clear when we consider a specific alternative normative hypothesis

(ANH) that suggests itself as an obvious choice, namely,

) 7 86(q,u,7)/ 0Tt =0.

That is, the welfare implications of changes in T are completely and directly recovéred from the demand for
x without any further transformation of the quasi-indirect utility function. This ANH is, in a sense, more
convenient (and perhaps more natural) than the WCH since it represents the simplest, most'primitive form
of indirect preferences consistent with observed market choices. Denoting the solution to (9) by é(q, u),
the resulting expenditure function has the form

(10) &p,a,u,7) = £(p.q,7,0(q,u)),

where £(-) has the same structure in (10) as in (4) - only the properties of the constant of integration have
changed.

From the standpoint of calculating the welfare effects of a change in 7, (7) and (10) have the same
structure, since 65(q, u)l/ot= 6é(q, u)/ 8t =0. In other words, the ANH and the WCH appear to be
equivalent in this regard. However, this superficial congruence is misleading because the structure of
&( p,q,r,é) with respect to 7 often is quite different from the structure of &( p,q,r,a) with respect to 7 due
to the transformation of the quasi-expenditure function introduced to obtain the WCH. This difference can
and often does lead to substantially different welfare measures in practice. Furthermore, without loss in

generality,
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3&(p,g,u,7) _ 08(p.q,7,0(q,4)) 90(g.1) _
ou 99 ou ’

implies 38( p,q,7,6(q,4))/ 36 > 0, while

3é(p,a,,7) _ 06(p,q,7,6(q,u)) 38(g,w)
u 6 Ju ’

implies Og( p,q,'c,é(q,u))/aé > 0. Therefore, differences in the structure of the quasi-expenditure func-
tion with respect to 6(q,u) relative to é(q,u) also translate into differences in welfare measures. We con-
clude that, in general, the ANH and the WCH are not equivalent.’ Furthermore, even if this particular
ANH and the WCH are equivalent, an uncountable host of other ANH-like possibilities ex&st. For example,
we could assert that 6(q,u,7) = §(q,u)1:° for some constant 6. No amount of data on the choices for x
could refute or verij_’y this claim. Moreover, arbitrary choices regarding the value of ¢ determine the sign
and size of the welfare "estimates" for the value of a change in 7.

At this point, it is worthwhile to present a formal argument in the case of compensating variation.
Consider a change in the nonmarket quality from 1° to 7°, holding (p,q,y) fixed. Without imposing either
the WCH or the ANH, the compensating variation for this change, c, is defined by
)] u =y(g,7°,0(p.4,5,7°) =V (¢,7",0(p,4,y-¢,7"),
while the compensating variation that results from the WCH, ¢, is defined by
(12) u® =¥(q,9(p,q,y,7°) = ¥(q,9(p,q,y-¢,7"),
and the compensating variation for the ANH, ¢ , is defined by
(13) u* = Y(q,0(p4,5,7°) = ¥(q,0(p.q,y-¢,7"),

where ¢(p,q,y,t) has the same structure in (11) as in (13).

’ The two hypotheses are equivalent if and only if de(p°(q,%,7),7,0(q,4,7)) /07 =0, as in the case of a

price-elastic log-log demand model.
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All that we know about the structure of y with respect to 7 is that y is increasing in ¢ and the
structure of ¢ is recovered from the demand for x. But since we can not determine the remaining structure
of v with respect to 7, ¢ cannot be calculated from (11). However, ¢ and ¢ can be derived from ¢ and ¢,
respectively. This follows from the fact that  and { are monotonic in ¢ and ¢ , respectively.

From duality theory, ¢(p,q,y,7) =¢(p,q,y,7) if and only if £(p,q,7,6) = &(p,q,7,0) for all
fixed values of € in the domain of definition for either € or £ In general, however, precisely because a
transformation of the primitive quasi-expenditure function is necessary to satisfy the WCH, the latter
condition is not satisfied. Therefore, it follows that € # ¢, except perhaps in special circumstances. As the
next section illustrates, the required circumstances usually are not met in environmental valuation studies.

3. ANTLLUSTRATION WITH A LINEAR DEMAND MODEL

Let the ordinary demand for x be given by

(14) x =0‘(‘1)+3[LJ+7[L]+5’5:
n(q) n(q)

where o(q) is homogeneous of degree zero and n(q) is linearly homogeneous in 4. We assume throughout
this section that § <0 and y > 0, so that x is a normal good with a downward-sloping demand curve. The

expenditure function for this demand equation has the form

o sl () (52w o) 2]

where 6(q,u,7) is linearly homogeneous in ¢, increasing in », and has a completely unknown structure

with respect to 7. The quasi-indirect utility function is found by setting y = e(p,q,u,7) and solving for 6,

_(1). N B[ expl—y| -2
(16) ¢<P’q’y’f)—[yj ["‘(")*B{n(q)]+7[n(q)J+5T+[vﬂ exp{ Y[n(q)}

Substituting y = px + y,,, where y, = ¢z is the total expenditure on all goods other than x, into (14)

and solving for p gives

o(g)+yy,+0t—x
7(q).

(17) p(x:yz’q>7)=_[
B+
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Then, substituting p(x,y,,4,7) into the quasi-indirect utility function gives the quasi-utility function

(LaFrance; LaFrance and Hanemann) as

51—
(18) w(x,yz,q,r)=[B+2w]_exp{7[a(q)+yy,+ T x]} f
Y B+'}x |

I will use this expression for the quasi-utility function to demonstrate the precise cardinal scaling affect of

the WCH for the linear demand model.

The compensated demand for x is found by differentiating (15) with respect to p,

(19) o(poaT) = 9e(p,q,4,7) _ [Y-G(q,u,r)]_.exp{y[i] _ [E]
ap n(q) n(q) Y
The right-hand-side vanishes if and only if
p\_[_Br@
e ex"{y[n(q) ]} i [yz -e(q,u,r)J’

which implicitly defines p°(q,u,7). Now if we differentiate (15) with respect to 7, evaluate the derivative
at p°(q,u,7), set the resulting expression equal to zero, and regroup some terms, we obtain the WCH par-
tial differential equation as

d0(q,u,7)/dt _ ﬁ

21 :
@ 6(q,u,7) B

The solution to (21) can be seen by inspection to be

@2) 6(q,u,7) = (g, 1)e""'B |

Thus, the transformed expenditure function under the WCH is

\
@) E(p,q,u,r)=’é(q,u)-exp{y[[%}[%]]} - [@]-[a(q)w[ﬁ]mw{gﬂ,

the WCH transformed quasi-indirect utility function is

(24) o(p.q,y,7) = ¢(p,4,,7) .e~Y07/B

_(1)]. p _Y_a(EJ. _[L][fs_f]
['}’J [a(q)+B[n(q)}+y[n(q)]+ T+ » exps —y @) + 5 ,
and the WCH transformed quasi-utility function is
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05 By )= (g0 TB = [ﬁ +27"].exp {Y[am +yy,~(B+ y«%)x/ﬁ]}
14 B+p

The first expression for @(x,y,,q,7) shows that the WCH produces a linear transformation of the

preference map between the market good x and the Hicks composite commodity y,, and the factor of pro-

portionality is exponential in 7. Therefore, welfare measures for changes in 7 are necessarily influenced in

a nontrivial manner by the WCH. The second expression shows that the transformed direct preference map

for x and y, does indeed satisfy the WCH.*

Under the ANH for the linear demand model in (14), the structure of the expenditure function is

(26) &(p,q,u,7) = 0(q,u)- exp{}’[ n([;) ]} - [n;q)J -[a(q) + ﬁ[;gl—)J +0T+ [g}] ,

while the quasi-indirect utility function has the form given in (16) above. Note that x and T are globally

Hicks neutral under the ANH, i.e., 3°6(p,q,u,7)/dpdt=0. It is also easy to show that the good x is

* That this also implies that the overall utility function, u(x,z,7), satisfies the WCH can be demonstrated
as follows. Given the WCH, the indirect utility function satisfies
V(p.4,y,7) = ¥(4,9(P,q,y,7)).
Therefore, the relationship between the quasi-utility function and the utility function, can be written as
(LaFrance and Hanemann)
#(x,z,7) = min{lTl(q,(%(x,q' 7,7)): ¢ 2 0}.

Assuming %#(x,z,7) is differentiable in 7, it follows from the envelope theorem that

F(x,2,7) _ OW(g*(x,2,7),8(x, * (%,2,7)'2,T)) 9B(x,9*(x,2,7)'2,7)
or dp at ’

where ¢*(x,z,7) is the minimizing quantity-dependent price vector for all other goods. Because
¥(q,9(p,q,y,7)) is monotonic in ¢, it follows that ou(x,z,7)/dr=0 if and only if

00 (x,q*(x,2,7)'z,7)/dt = 0.
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weakly Hicks neutral from 7 if and only if x is strictly Hicks neutral from 7 for the linear demand model.
As aresult, this example conveniently illustrates the highly normative nature of both the weak complemen-
tarity and weak neutrality assumptions.

With some algebra the compensating variation measures ¢ and ¢ for the change in 7 from 7° to 7’

obtained from (24) and (16), respectively, can be written as
. o ’
@ T R——]

”(q)-Ax=@-6Ar
Y Y

(28) c=

where x°—a(q) B[ ]-l-y[ ]+&r°, AT=7'-7° and Ax =x'—x°.
C)) n(q)

The comparison between ¢ and ¢ is greatly facilitated with the following definitions:

(@&, = (Bp) ;0 —(y—y),()é (D) w = 2 o= ;y;and(t)n=§,-(%j_
p

The variables £ ,, £, and &, are the demand elasticities for own price, income, and the nonmarket qual-

ity, respectively, and w is the budget share of the market good of interest. Given f <0, i.e., a negatively-
sloped ordinary demand, the variable x is an index of concavity of the expenditure function with respect to
p and must be greater than or equal to -1. To see this, write the own-price substitution term for x as

29) o x e Bt B,

p oy n(q) ()
This shows that -1 < x and as k approaches minus one from above, the expenditure function becomes less
concave in p. Finally, the variable 11 measures the total percentage shift in the demand for the market good
that is due to a percentage change in the nonmarket quality in the amount of 100-(A7/7).
The motivation for these definitions is that, with a little more algebra, it is possible to write the
relative difference between ¢ énd ¢ as a simple function of the two variables x and 7,

= A_(1+x)~(1-e'°7)

(30) <
KT]

o |
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It follows from this expression that the percentage difference between the compensating variation for the
WCH and ANH hypotheses increases with: (a) an increase in the budget share for x; (b) an increase in the
income elasticity of demand for x; (c) a decrease in the own-price elasticity of demand for x; and (d) an in-
crease in the elasticity of demand with respect to the nonmarket quality and/or the percentage change in the
nonmarket quality.

Figure 1 illustrates the situation where, without loss in generality, it is assumed that > 0. In
many typical applications to problems of valuing environmental improvements, the budget share (e.g., the
proportion of income spent on fishing trips to a given lake) tends to be small, the income elasticity of de-
mand is positive but modest, and except perhaps in cases of unique irreplaceable environmental assets,
numerous close substitutes (other lakes and streams that can be fished) are available, so that the own-price
elasticity of demand is relatively large. Under these conditions, in cases such as the demand for recreation
visits, x tends to be much closer to zero than minus one. But this is precisely the region where the percent-
age difference between the two welfare measures differ the most, for all values of the quality response
term 7).

This raises a serious question. How does one choose between ¢ and ¢, or any of the uncountable
number of alternative welfare measures, and defend that choice effectively? The rationale can not be based
on convenience of the WCH - clearly the ANH is even more convenient since the specific WCH transfor-
mation of the preference map does not have to be derived. Nor can it be based on testable implications -
none arise from either assumption or any of a very large class of competing alternatives. Assertions of low
or zero non-use or existence values (McConnell; Mendelsohn 1984) are not compelling either, because
simply put, such claims are merely assertions. Unfortunately, using the WCH (or any of its equally specu-
lative cousins) is a bit like making up numbers and calling them welfare estimates.

4. CONCLUSIONS
This paper challenges a bit of conventional wisdom in applied welfare economics. The approach to valu-
ing the benefits of environmental improvement or preservation of natural environments in which it is as-
sumed tﬁat the welfare effects of changes in a nonmarket quality can be derived from observations on a set

of purchased market goods has been shown to generate cardinal transformations of preferences which are
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not testable. The welfare measurements obtained from such practices therefore are arbitrary and can not be
defended against an uncountable number of alternative assumptions that are each equally plausible and
equally non-testable. At the very least, it is neither possible nor reasonable to assert that welfare measures
calculated under any of these normative preference transformations contain any information about non-use
or existence values. Pushing the matter a little further, the results of this paper suggest that this entire re-
search strategy suffers from a serious weakness - there is no behavioral hypothesis underpinning weak
complementarity or any of its alternatives, yet these hypotheses have significant normative impacts on

the estimated values of environmental improvements.
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Figure 1. Weak Complementarity vs. Weak Neutrality.
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DOUBLE HURDLE COUNT DATA MODELS FOR TRAVEL COST ANALYSIS

Recreation demand modeling is an important element of natural resource planning. Behavioral
responses and valuations of recreationists are often used as components of benefit-cost analysis or
environmental impact assessment. The travel cost model which defines a demand function for recreation
sites has been employed by economists since the early 1960's (Smith, 1989). Yet a number of theoretical
and empirical problems encompass the travel cost model. These include issues involving the count data
structure of the dependent demand quantity, assumptions regarding the structure of the demand decision
relative to corner solutions and hurdles to consumption, and the inclusion of substitute sites in the
empirical specification.

Count data travel cost models have become increasingly more common (Creel and Loomis, 1990;
Hellerstein, 1991; Englin and Shonkwiler, 1993) as economists have recognized that travel cost studies
based on participant information are subject to the fact that each respondent will report a discrete number
of trips. Because trip demand cannot be negative, the data set is censored at zero and failure to account
for censoring leads to biased estimation. The application of count data estimators to the travel cost model
thus is a logical extension to accommodate the particular properties of trip data. In view of the recent
work of Hellerstein and Mendelsohn, who provide theoretical foundations for linking the empirical count
estimator to the individual consumer's underlying optimization problem, it is clear how to perform welfare
analysis on the basis of a count demand model for trips.

There does appear to be some confusion regarding the interpretation of welfare measures when
specialized forms of count data estimators are used. Truncated count data estimators have been
considered by Creel and Loomis and Yen and Adamowicz in the analysis of recreation demand. In both
studies, the consumer surplus measures derived are likely misinterpreted due to the fact that the
underlying probability mass function was not established. It is important that consumer surplus be
properly derived in th¢ truncated count model, because more complicated models of recreationist decision
making can be based on it. Specific interest is focused on hurdle types of models, as evidently first

suggested by Mullahy in the count data context.
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With regard to corner solutions and hurdles to consumption, Pudney has pointed out that
individuals may make non-marginal changes by switching from one behavioral regime to another. The
two types of responses involved are at the intensive margin where consumers of the good are motivated to
consume marginally more and at the extensive margin where people may either enter or leave the market
entirely. Individuals with zero consumption may be at a corner solution such that a price reduction
(income increase) may lead to non-zero levels of consumption. Alternatively, zero consumption may
represent behavior which is robust to changing economic variables, reflecting instead a choice set
influenced by endowments or physical capabilities.

While econometric models developed by Mullahy may provide insight into the treatment of zero
consumption as the consequence of a corner solution to the conventional utility maximization problem,
they are unsatisfactory in terms of their ability to distinguish situations where desired consumption may be
positive but observed consumption is recorded as zero. Using a specification developed by Blundell and
Meghir in the continuous consumption case, this paper will extend their results to the discrete
consumption case. A multivariate count data model is also developed to permit dependence between
stages of décision making,

The paper proceeds by reviewing calculation of consumer surplus for the standard count data
model. Welfare measures for the truncated count data model are derived. These measures are related to
the single hurdle model (Mullahy) of consumption. Next, the double hurdle model of consumption
behavior is specified both under independence and dependence. Again, appropriate welfare measures are
derived. Finally, these models are illustrated using a stylized model of angler demand for a Nevada lake.
Consumer Surplus in the Count Data Model

Begin by assuming that the ith potential user of a specific recreation site has been randomly
drawn from a relevant popplation. Let y; denote the number of visits to the recreation site made by the
individual. If
) pr(¥=y)=e*2 [y, y,=0,1,2,3,...
where ¥, is a potential integer outcome, then it is well known that E (Ij) =A,. When A, is parameterized

as
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@ A =expla,+fp), B<0
so that the price parameter is made explicit, consumer surplus (or more formally the expected value of

consumer surplus) is calculated as
®  [adp=-1/8
&

In empirical applications, estimated values of the parameters are used to calculate (3) for each individual

and an average consumer surplus measure is calculated.

If the random sample consists only of users, then g, = y, | y, >0. The use of g, denotes that the
underlying population of potential users from which y, was drawn has been truncated. It is important to
recognize that the sample g of which g, is an element can only be used to provide information about the
population of users, it can tell us nothing about the population of users and non-users unless the
probability mass function in (1) has been empirically verified. Since g is a subset of y (the sample of the
population of potential users), knowledge of y can always be used to make inferences concerning users,
however, knowledge of g cannot be used to make inferences about users and non-users because there is no
means to establish (1) as thé underlying probability mass function.

The probability function for the jth individual in the sample of users given the Poisson parameter
v is

¥4
@ pr(Q, =q,)=e—:y/;—_{?—’! g,=123...
and E (QJ) =y, / (1 —e™ ), i.e. the positive Poisson distribution. Because the denominator in (4) can be

interpreted as the probability that g, is greater than zero, analysts have been led to interpret ¢ as the

probability of non-use. The discussion of Grogger and Carson (p. 230) regarding this issue fails to stress
their assumption that they know with certainty the underlying distribution is Poisson with the identical
location parameter (}. =V, ) In general, the sample g can tell us nothing about non-users because it
contains no information about non-users. This probability, ¢ ™, has no economic interpretation relating

to decisions to enter or leave the market. Instead, the denominator in (4) accounts for the correction

necessary when ), is prohibited from being zero so that (4) is a valid probability mass function.
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To calculate expected consumer surplus when y, = exp(a L, +hp ,) requires the determination of

a choke price which drives quantity to zero. Note that!

lim lim expla+pp)
) p»wE(QIQ)O):pﬂwWﬂ‘

That is, demand cannot be driven to zero for the truncated model since quantities are constrained to be
non-zero as a consequence of the probability model. Thus, we can integrate under the truncated demand
curve up to the point where O =1. This is shown in Figure 1. For the truncated model, the consumer
surplus associated with Q —1 trips is given by the improper integral

<

P

© B flom- e )]
.

Because the limit exists? the surplus measure is

M cslp-1)= %— B In(e=™=" _1)+ P,

By convention, the discrete nature of the count form of quantity demanded is ignored when
calculating consumer surplus. To develop the adjustmeht to equation (7) required to derive a continuous
consumer surplus measure for users, an analogy to how the consumer surplus for a user in the untruncated
model is presented. Refer to Figure 2a. where the price and quantity axis have been transposed and notice
that if 1= exp(a+ﬂP) then P°, the price at which O=1, is given by —a /. This makes area
C=-a/p- P, Theareaof B+D=-A1/p+al/p+ F,. Now consider figure 2b. where truncation makes

the area of B’ + D’ the quantity given in equation (7). Because Wli_l)noo—ﬁ” ln(e" - 1) =—y/[ we see

. . -1
ILet y = e™™“** then the limit in (5) can be expressed as le: 1 ___llny = ylﬂ‘ 1_2’_1 = 1 when I'Hopital's
—y —

rule is applied.

2To show that lim B In(e™*# —1)- p exists, let y = ¢** and consider
p—>®
li . li .
y l_r)no,b”(ln(e’ —1)+a—lny) = afB given that y E)noln(e’ —1)—lny can be written
lim In +y—z+y—3+ —Iny = 0 since the infinite series converges
Y GO TR TR B ges
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that the areas of B+ D and B’'+ D' have identical forms for large location parameters. This suggésts

adjusting equation (7) by adding in the area C which gives

@ CS(user) = -p* ln(e" - l)
Equation (7') now permits calculation of the consumer surplus of users and consequent generalization to
the population of users. To make statements regarding the consumer surplus of potential users requires an
additional piece of information or an assumption regarding the percentage of potential users who are
actual users. Then the consumer surplus of a potential user may be calculated as the consumer surplus of
a corresponding user multiplied by the probability of use.
Hurdle Count Data Models

It is known that non-consumption of a particular site is a commonly observed phenomenon

having both economic and statistical implications. Henceforth assume that y represents a sample of all

potential users. Let y, denote the number of visits the ith (potential) user of a specific recreation site has
made over a season. Define two vectors of variables that influence the individual's decisions as x, and z,,
with the former containing mainly economic variables (prices, income) and the latter containing mainly
demographic va'riables (age, gender, marital status, etc.). This decomposition of explanatory variables is
in the spirit of Pudney who suggests separating cconomic variables from personal characteristics which

shape tastes. Let D, represent the latent decision to consume such that consumption is zero if D, <0.

Specify

®  E(D)=6-en(17)
where y is an unknown vector of parameters.
If consumption is positive, then it is assumed that observed consumption equals desired
consumption
®  y=y with

E(y;)=4, = exp(a, +fp,)
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The sequential (single hurdle) model then has a probability density function of the form
1o Pr(D<0),if y=0
A0 pr(4|y> 0)Pr(D>0), if y>0
where the observational subscripts have been suppressed. The likelihood function in the case of Poisson

specifications is (Mullahy)

an J] exv(—ﬁ)u (1-exp(-6)2 /[ (exp(2)-1)»]

For this model
Al-e*
12) E(y|y>0) =1_—-% and E(y) =¥.

Assuming that ¢ does not depend on p, then consumer surplus for the population is proportional to
consumer surplus of the users and the formula in (7') will be required.

Consequently, the Mullahy model requires rather complicated calculations to determine
consumer surplus for the population. Also consider that while this model may ameliorate the over-
dispersion commonly observed in Poisson count data models, it is unattractive because the decision to
consume is independent of the level of consumption. This condition stems from the fact that the
information matrix is block diagonal in terms of the two regimes and equivalent maximum likelihood
estimates may be obtained by separately estimatmg a binary choice model and a truncated Poisson.

The double hurdle model (without dependence) specifies the probability of a zero observation as
a3)  Pr(y"<0)+Pr(y” > 0)Pr(D <0).

No consumption will be observed if desired consumption is non-positive, or, if desired consumption is
positive, an additional hurdle (D < 0) may prevent consumption. The probability of a positive observation
is

a4 Pr(y >0)pr(y’|y > 0)Pr(D>0)
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so that the Poisson likelihood becomes

[ [exp(-2)+(1-exp(~2))exp(-6)]-

ﬁ(l—exp(—e))exp(—z)z’ /y!

»o

15)

under the assumption that y = y"if 3" >0 and D >0. This model incorporates two mechanisms for
generating zeros, one intended to represent a fundamental non-economic decision and the other
representing an ordinary corner solution (Pudney).

In the case of the double hurdle model, we have3

and E(y) = A(1-¢")

16)  E(yy>0)= ; A

—e™*
So an attractive feature of this model is the ease by which consumers surplus can be calculated for the
population when & does not depend on p. In fact, the average consumer surplus per trip for the
population is simply estimated as -8~ (1 —e“").
Next, consider the relationship between the two hurdles. If those two mechanisms are correlated,

a bivariate double hurdle model results. The two regimes may be represented for count data as

a7n  pr(y=0)=Pr(y’ =O)+2Pr(y' =i,D=0)

=1

and

Pr(y>0)= jZ:I:Pr(y' =y,D=j)

Using Holgate's bivariate Poisson model (Johnson and Kotz), the likelihood for the double hurdle

count model under dependence may be expressed as*

3The second relation follows since Pr(y > 0) = (1-¢)(1-¢).
4The marginal distributions of y* and D are Poisson with parameters A+ & and 6+ &, respectively. To
derive Pr(y =0) note that

> Pr(y*=i,D=0)= 2Pr(y*=i,D =0)-Pr(y*=0,D=0)
- =Pr(D =0)-Pr(y*=0,D=0).
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H[e"P +exp(-0- &) —exp(-1- 6~ 5)].

@ H[CXP /1+«f) / y\-exp(-1-6- 5),1’/y|]

where. £ represents the covariance between the two Poisson processes. Note that (18) collapses to (15)

when £ is zero, hence independence is nested relative to dependence.

It can be shown that?

A1-Pr(D=0))+¢& a4 g-ge™
1-Pr(y =0) I—e*f—e?f %t

19)  E(yly>0)=

so that

(20)  E(y)=A+&-2e
From (20) it can be seen that consumer surplus is readily calculated as long as £ and € do not depend on

p. However, it may be reasonable to parameterize the covariance according to

Q1) & =exp(g +p,), 5<0

In this case we have

(22) CS=-y/B-¢l6- e"’:fle“dp

B
and by a change of variables the integral can be expressed in tehns of an incomplete gamma function. By

using the infinite series representation of the incomplete gamma function, we see

(-1 g

_=A _f 1 1
@) Cs=4 Y +5* exp(a-o0- M&)Z———(H 575

5In a similar vein the Pr(y > 0) can be expressed

ZPr y*=y,D=j)= ZPr y*=y,D=j)-Pr(y*=y,D=0)
ZPr(y*=y)~Pr(y*=y,D=0).

E(y|y>0)=im

T 1-Pr(y= 0)
ZI{PI' y*—z D= 0)}

- Pr(y* 0)- Pr(D 0)+Pr(y*=0,D=0)

The numerator then may be written as E(y*)— E(y*|D =0)Pr(D=0).
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Empirical Analysis

The data to be analyzed were collected in 1988 through a cooperative effort by the Nevada
Department of Wildlife and the Department of Agricultural Economics, University of Nevada. Residents
holding valid Nevada fishing licenses were surveyed. Respondents were asked to supply information to
questions regarding household characteristics (number of family members, age and gender of family
members, education levels), household income, and expenditures on equipment, guide and taxidermy
services. Respondents were also asked to provide single and multiple site trip information regarding visits
to a number of Nevada lakes and reservoirs.

For the purposes of this study, visits to Pyramid Lake by northern Nevada anglers are analyzed in
order to infer its use value to area anglers. Pyramid Lake is located 35 miles northeast of Reno and is
highly regarded for its fly fishing. The sample used consists of 659 anglers of which 67 (10.17%) report
at least one, but no more than twelve, visits to Pyramid Lake during the 1988 season. These 67 users
reported an average 4.84 trips whereas the average number of trips by all anglers in the sample is only
A47. Variables which comprise the z matrix are an intercept, a dummy variable denoting the respondent's
age as over 50 (Age), and a dummy variable denoting ownership of a boat (Boat). The x matrix contains
an intercept, a price variable calculated as respondent's round trip mileage from the lake multiplied by
$.25/mile, and the respondent's household income in 1,000's of dollars.

Estimation results for the three hurdle models are presented in Table 1. The reader is cautioned
to regard estimated parameters and corresponding standard errors with some suspicion given the
sensitivity of the truncated Poisson to overdispersion (Grogger and Carson). However, Gurmu has pointed
out that the positive Poisson density is a member of the linear exponential family so according to the
results of Gourieroux et al., it should provide consistent estimators of the conditional mean irrespective of
distributional misspecification. Furthermore, the estimated standard errors of the parameters have been
corrected using Theorem 3 of Gourieroux et al., therefore, comparisons between models may be
informative.

The single hurdle model treats the A regime as an independent truncated regression on users,

thus the parameters on x for the stand-alone truncated model are also known. The double hurdle model
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allows economic variables to affect both the non-consumption and consumption decisions. As a result, the
price coefficient is almost 50 percent larger (absolutely) than that of the single hurdle model. The double
hurdle with dependence model suggests that £ is significantly greater than zero with a likelihood ratio
test of 14.6 which is distributed as y* with three degrees of freedom. Covariance between the decision
making processes increases with proximity to the lake and ownership of a boat.

Average consumer surplus measures are presented in Table 2 for the three models. Apparently,
users value the lake at about $250 per season. Interestingly, the double hurdle models give similar results
for all potential users who are estimated to value the lake at about $30 per season. Given a population of
40,000 anglers in northern Nevada, Pyramid Lake represents a use value of about $1,200,000 per season
to area anglers.

Conclusions

Econonﬁsts have used the travel cost model of recreation demand for several decades. The fact
that trip demand is measured as a discrete, non-negative variable has led to the recent use of count data
estimators. The theoretical foundation for the use of count data models in welfare analysis has been
developed for analyzing individual recreation data by Hellerstein and Mendelsohn, who advocate their
application to measuring the non-market value of recreation sites. Non-consumption of a ﬁarticu]ar site is
a commonly observed phenomenon having both economic and statistical implications. Studies which
analyze only users are limited in that a truncated sample cannot be used to estimate benefits for potential
users.

Unless participation behavior is carefully described and captured empirically, it is likely that
subsequent valuations may be distorted. Since fishing requires specialized equipment and physical
activity, certain lakes or reservoirs may not be visited due to lack of a boat or inability to reach a specific
locations. Investigators need to recognize the importance of alternative representations of the decision
making process irrespective of the ‘fact that consumer surplus measures have non-standard forms. This
study has provided a blueprint for such calculations. Extensions to the truncated negative binomial model

follow analogously, although it is unclear whether a closed form expression for the surplus measure exists.
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Figure 1. Consumer's Surplus Associated with Q-1 Trips.

4=[(0-1)p
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Figure 2. Comparison of Untruncated and Truncated Demands.
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Table 1. Estimation Results.

Model
Double Hurdle with
Single Hurdle Double Hurdle _ Dependence

Regime Variable Parameter  Std. Error  Parameter  Std. Error  Parameter  Std. Error

@  Intercept 2,520 215 -2.453 225 2782 371
0  Age -.839 265 -836 265 -1.503 603
@  Boat 1.142 261 1.135 261 935 546
A Intercept 1.960 316 2.188 422 1.842 424
A Price -015 008 -022 012 -016 011
A Income 003 003 003 003 003 .004
é’ Intercept -.894 913
& Price -.080 017
& Boat 1.557 13
log likelihood -379.4 3775 3702

Table 2. Consumer Surplus Estimates.

Model
Double Hurdle with
Group Single Hurdle Double Hurdle Dependence
Users 313.82 210.30 240.22
All 44.55 31.47 29.56
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ABSTRACT

_ Estimating natural resource values with travel cost demand models is limited by high collinearity
when facilities are engineered in constant proportions across sites. Using Monte Carlo simulation methods
with actual site facility data, the performance of a facility index is compared against three standard
econometric approaches for dealing with collinearity.
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A COMPARISON OF METHODS FOR ESTIMATING RECREATION
DEMAND MODELS WITH COLLINEAR FACILITIES
1. INTRODUCTION

This paper is based on work being conducted under contract with the U. S. Army Corps of
Engineers that estimates travel cost models (TCM) for Corps reservoirs. The benefits of changes in each
of several classes of site facility variables are of considerable interest to Corps planners. However, high
multicollinearity among facility variables results when several variables are included in a TCM regression.
This collinearity problem results from the fact that as reservoirs increase in size they are typic;'i]ly built with
more facilities in approximately constant proportions. The result of this engineered collinearity is unstable
parameter estimates in the demand and benefits models for changes in the level of any one facility.

Recent simulation work in the recreation demand literature has explored the implications of various
functional forms (Kling, 1987). This article seeks to further exploit the éotential of simulations to provide
additional insight into model construction and interpretation.

Results presented below report on a Monte Carlo simulation experiment which compares the
effectiveness of different methods of estimating parameters for each facility variable in the presence of high
multicollinearity. Several widespread remedies for dealing with collinearity are compared with a method
developed for this study in which a facility index is constructed in a two-step process. The findings may
have implications for model construction when several highly correlated policy variables must be included

in a regression equation.

II. BACKGROUND

The simulation experiments presented report on four approaches for dealing with high
multicollinearity. The first approach is to simply use OLS with the full set of regressors. Since OLS tends
to produce unstable coefficients in the presence of high collinearity, OLS results with all the independent
variables may be unacceptable for some policy purposes. This is especially the case when collinearity leads

to coefficients with theoretically wrong signs.
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The second approach follows one common method for dealing with high collinearity, i.e. dropping
some independent variables. This results in the well-known omitted variable problem if theory supports the
inclusion of the dropped variables. Also, dropping some variables restricts the potential to conduct policy
analysis on a full set of variables controllable by policy.

The third approach included in the experiment is principal components analysis (PCA). PCA
produces biased estimators which may have lower mean squared errors (MSE) than OLS coefficients. MSE
is defined as the sum of an estimate’s variance plus its bias squared (Mendenhall, et. al., 1990, p. 339).
With high collinearity, a large proportion of the total variance among the independent variables may be
explained by use of PCA by using only a few linear combinations of the variables. PCA has been criticized
because it is not based upon a relationship between the independent and dependent variables. Wetzstein
and Green (1978) used PCA in an analysis of wildemness area visitation in California.

The fourth approach developed for this paper for application to recreation benefits analysis is a

facility index. The general specification of the index assumes a model:

Y=£f(Z, 0.0 20X, ... X, €) @

where the X site facility variables are highly correlated with each other. The Z independent variables are
other predictors of recreation demand, such as price, income and various demographic variables. These
variables are typically much less correlated with each other and with the site facilities.

If one adopts the method of estimation by fitting the following model:

Y= £f(Z,...,25X%,€) @
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an omitted variable problem clearly exists if the other X variables are theoretically correct. The first-stage
of the index method developed for this paper involves estimating n regressions, each with all Z variables,
but with and a different X variable, to obtain an (n*1) vector of biased coefficients on the X variables.

The rationale behind the use of our index is that the (n*1) vector of coefficients can be deflated
or inﬂated. closer to their true values through a second-stage regression. The vector of (n*1) biased
coefficients are used as weights to construct a new independent variable which is a combination of the X
variables. In a linear model, the index would be a linear combination using the first-stage biased
coefficients as weights. The second stage model includes all Z variables as well as the index. The
estimated coefficient on the index would then be combined with the first-stage biased coefficients to obtain
a final estimate for the coefficient on each X variable.

The index proposed in this paper is applicable only when the magnitude of the bias on all n
coefficients is similar. Thus, if the negative coefficients are biased downwards and the positive coefficients
are biased upwards, then the index may be useful. This is because each first-stage coefficient is affected
equally by the estimated second-stage coefficient on the index. We explore the advantages and

disadvantages of such an index using a data set beset with high multicollinearity.

III. DATA SOURCES AND MODEL SPECIFICATION

The data for this paper were collected from records on 10 Corps of Engineer reservoirs in the
Sacramento California District. Information on substitute water-based recreation sites was collected from
all sifes with more than 500 water surface acres of public recreation sites in California, Oregon, and Nevada.
A zonal TCM was developed by aggregating to the county level with 348 total observations. The dependent
variable, VISITS;, is the number of annual visits from county i to recreation site j. The independent

variables included in the analysis and simulation experiments are:

POP, The population of county i.

TOTCOST; The sum of travel costs and time opportunity costs from county i to site
j. Time was valued at 1/3 the average county wage rate.
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Cv. The coefficient of variation for monthly average reservoir levels at site
j-

SUB; A substitute index for county i equal to:
[ (SIZE/DISTANCE,)] for k=1,...,m where m is the number of lakes
or reservoirs greater than 500 surface acres within 250 miles one-way
driving distance from county i, SIZE, is the surface acres  oflakek,
and DISTANCE, is the travel distance from county i to site k.

SURACRES; The surface acres of reservoir j.

PICNIC, The number of day-use picnic tables at site j.

PARKING; The number of day-use parking spots at site j.

LANES; The number of boat launch lanes at site j.

The model estimated is:

VISITS;=exp (8,) *POP % TOTCOST % LOGSUB % CV %
SURACRES % PICNIC %x PARKING 5 *x LANES ®xexp (e)

3

where € is assumed normally distributed with a mean of 0 and a constant variance. This model is estimated
in double-log form by taking natural logs of all variables. The estimated coefficients are elasticities and
£ saﬁsﬁes the OLS assumptions.

The auxiliary R? is measured by separate regressions of each independent variable on the remaining
independent variables. One widely-used rule of thumb is that multicollinearity is problematic if any of these
auxiliary R”s are greater than the R? of the full model. (Greene, 1993, p. 269). The high auxiliary R”s
associated with the facility variables suggest that multicollinearity is a problem. Also, demand theory
supports coefficients on the facility variables between 0 and 1 (positive but decreasing marginal returns from
additional facilities). The negative sign on PARKING is troublesome as well as the implausibly high

coefficient on SURACRES. Policy analysis based on these coefficients may be misleading because
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estimated impacts on visitation and benefits from changes in facilities are of the wrong sign and/or

magnitude.

IV. THE EXPERIMENT

Two sets of Monte Carlo simulations are conducted. For the first case, all four facility coefficients
are set equal at 0.50. In the second case, the coefficients differ, 8,=0.80, B,=0.45, B,=0.65, and 8,=0.30.

Each Monte Carlo simulation produces 100 random values of the error term, in which there is a
known constant error variance, 62. Three values of 6 were selected for this experiment. Setting 6° at 1.6
produces the approximate percent of variance explained by the model (R?) as obtained by estimating the
model with real data on the dependent variable. The other values of o produce R*’s which represent the
range of typical values obtained in published travel cost models. Setting ¢ at 2.8 gives a mean R? of about
0.40 while R? is 0.20 when o2 is 4.7. Experimenté are conducted with these different error variances to
compare the performance of methods for dealing with collinearity with changes in the error variance. The
three error variances and two sets of coefficients produce six total experiments using each of the four
methods for dealing with collinearity described above.

The first approach for dealing with multicollinearity is to include all four facility variables, along
with the non-facility variables in an OLS regression. This technique is expected to give unbiased estimates,
but with large variances.

The second approach is to include only one of the facility variables, SURACRES, as a proxy for
the extent of facility developments at a reservoir. Fdr this method, the other three facility variables are
dropped from the model to reduce multicollinearity. This method is widely known to produce biased
estimates when the true coefficients on the dropped variables equal zero. |

The third method is principal components analysis (PCA), a commonly described method for
dealing with multicollinearity. PCA should produce biased coefficients with lower variances than the OLS

model. With PCA, one must choose how many characteristic vectors to include (e.g., Green, p. 272). For
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this paper, one, two, and three characteristic vectors are used. If all four characteristic vectors are included,
PCA produces the same results as OLS with the full set of TEQIessors.

The fourth approach, one which we believe to be unique, is the construction of a facility index.
The index is constructed by estimating four first-stage regressions with all four non-facility variables
included along with one facility variable. Define the vector of upwards biased first-stage coefficients on
the facility variables as (égUR ACRES» '(\;,cmc, I(\hnxmc» '(\1 angs)- The four collinear variables are aggregated into

the following index.

INDEX= (SURACRES ® ¥®es) x ( PTICNIC® Pr™ic) % ( PARKING® P*0%) x ( LANES " 1A
C))
The variable INDEX defined in (4) is then specified in a second-stage OLS model with all non-
facility variables. Because the model is Cobb-Douglas in structure, the estimated coefficient obtained by
using the single variable [NDEX,'S can then be multiplied by the dls to obtain the final estimates for the

facility variables. These final estimated are:

&

= /&SURACRES */8

&

A
= Olpionic it

= l(\xPARKING *%

= 5

A
= Ol ANES it

Results obtained by using each of these four methods are compared using the criterion of mean

square efror.
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V. RESULTS

Results are presented in Table 2. In general, they show that PCA and the index method developed
for this paper produce lower MSE’s than OLS with the full set of regressors. While OLS is unbiased, the
variances on the coefficients are large.

Using only SURACRES produce a coefficient which is biased upWards considerably. For a
coefficient on SURACRES known to be (.80, the estimate averages about 1.6. When the coefficient is set
at 0.50, an average estimate of 1.3 is produced. These results Suggest that policy analysis will produce an
economically inefficient allocation of water and other facilities, if based on estimates produced by dropping
faci}ity variables.

The index performed better when all coefficients were set equal at 0.50. In all six simulation
experiments, the coefficients on LANES was overestimated. This bias contributed to most of the total MSE
when the coefficients varied. When the coefficients were set equal, the index outperformed PCA in every
case. However, when the coefficients are different, use of PCA with one characteristic vector generally
produced lower MSE’s than the index. The index method seemed to perform better, in comparison to PCA,
as the value of ¢* was increased. Table 2 reports on results for 6° = 2.8. |

As more characteristic vectors are included, PCA produces higher MSE’s. More characteristic
vectors decreased the bias but increased the variances. Thus, these results suggest the use of only one
characteristic vector in PCA. When 6°=1.6 and the coefficients were different, PCA had a lower total MSE

than the index method.

VL 'CONCLUSIONS

Results presented in this paper have implications for natural resource policy when estimating travel
cost demand models in which facilities are highly correlated. Results of the simulation experiments show
that the two most common approaches to dealing with serious multi-collinearity, using the full set of

regressors and dropping variables, both perform poorly according the MSE criterion. PCA produced lower
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MSE’s than these two approaches. The construction of a facility index was described and it performed well.
In most cases, the index method produced lower MSE’s than PCA. Further analysis of the index approach

could further illustrate the situations for which it is applicable.
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Table 1. OLS Regression Results with Actual Data and All Variables

Variable Estimate T-Statistic Augxiliary R?
Intercept 136.09 5.53 -
POP 0.95 12.77 0.13
TOTCOST -3.97 -21.52 0.12
LOGSUB -24.22 -546 0.29
Ccv -0.80 -7.88 0.29
SURACRES 232 7.56 0.80
LANES 0.65 240 0.44
PARKING 244 -6.05 0.84
PICNIC 0.56 331 0.58
R’ =0.671

F-Statistic = 86.500
n = 348

114




Table 2. MSE Simulation Results, 6° = 2.8

A. Coefficients Different

METHOD SURACR | PICNI | PARKI | LANE || Total MSE
ES C NG S
OLS (All variables)
0314 0.242 | 0.702 0.506 1.766
OLS (SURACRES 0.931 - -- - -
only)
PCA (1 c.v.) 0.098 0.109 | 0.084 0.200 0.492
PCA (2 c.v.’s) 0.102 0.245 | 0.103 0.410 0.862
PCA (3 c.v.'s) 0.169 0.228 | 0.169 0.483 1.050
Facility Index 0.057 0.013 | 0.021 0.388 0.481
B. Coefficients Equal
METHOD SURACRES | PICNIC PARKING | LANES || Total MSE
OLS (All variables)
0432 0.150 0.796 0.341 1.719
]
OLS (SURACRES only) 1.568 - -- - --
PCA (1 c.v)) 0.083 0.062 0.100 0.060 0.307
PCA 2 c.v.’s) 0.091 0.155 0.110 0.220 0.577
PCA (3 c.v.’s) 0.211 0.141 0.166 0.323 0.842
Facility Index 0.013 0.037 0.049 0.050 0.150
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Abstract

Effects of spending by people engaged in recreational activities can bave profound impacts on
local economies. Quantitative estimates of these impacts are therefore of interest to both recreation
resource managers and decision-makers in local economies affected by these expenditures. An
economic impact and interdependence analysis was conducted for expenditures associated with
recreation at Lake Guntersville, a Tennessee Valley Authority (TVA) reservoir in Northeastern Alabama.
The analysis considered five different aquatic plant coverage management alternatives. The impacts to
the local economy of predicted recreation trips under each alternative were estimated using a trip
response model linked to an input-output model. Implications of the results for future reservoir
management strategies are discussed.
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THE IMPACTS OF RECREATIONAL SPENDING TO A LOCAL AND
REGIONAL ECONOMY IN NORTHEASTERN ALABAMA
INTRODUCTION

Effects of spending by people engaged in recreational activities can have profound impacts on
both local and regional economies. In some instances local economies are almost entirely dependant on
recreational related dollars for their existence (e.g., mountain, tourist-based towns and villages).
Quantifying the effect recreational spending has on a local or regional economy can be quite
challenging. Surveying of an area’s recreation users is the first step in the undertaking.

The focus of this paper will be the presentation of an economic impact and interdependence
analysis that was completed on one of the Tennessee Valley Authority (TVA) reservoirs in Northeastern
Alabama, Lake Guntersville. Lake Guntersville is located approximately thirty miles southeast of
Huntsville, Alabama. It is one of the larger reservoirs in the TVA system with 67,900 surface a&es and
949 miles of shoreline. Lake Guntersville has become renowned for its bass fishing opportunities as
well as its support of myriad water-based activities. The economic impact and interdependence results
were part of a larger effort which included use estimation procedures, user satisfaction and preference
analyses, as well as valuation estimates based on CVM analyses.

The study was initiated by the TVA and US Corps of Engineers (USACE) as a result of high
levels of exotic aquatic plant infestations in Lake Guntersville. High levels of aquatic plants result in
increased problems associated with water-based recreation (e.g., fouled boat props, swimming area
closings, residential shoreline access problems, decreased skiing opportunities, potential for large
mosquito populations, etc.). However, aquatic plants also provide excellent fishing opportunities as well
as excellent waterfowl habitats. Thus, there is a polarizatioﬁ of user group preferences with respect to
plant coverage levels, which is of keen interest to the TVA and USACE from a management policy-
making perspective.

| Spiﬁyl_eaf Naid, Eurasian Watermilfoil, and Hydrilla were the species of exotic aquatic plants

which were at issue in the study. Watermilfoil is the leader of the three in terms of amount of coverage
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and has existed the longest in Lake Guntersville. The naid, least represented in amount of coverage, is
also the least problematic of the exotic species. Hydrilla, though behind watermilfoil in amount of
coverage, represents the highest potential problem plant of the three. Growth rate of hydrilla has been
recorded at up to one inch per day under ideal growing conditions (i.e.- low flow rates, clear water, and
high sunshine levels). The plant has also been found growing at depths to 18 feet. The combination of
high growth rate potential and ability to grow at depth can spell trouble for lake managers.

The following analysis is presented in light of five different aquatic plant coverage management
alternatives. For each alternative, the impacts to the local economy will be presented. Implications

drawn from the results of the analysis are discussed last.

BACKGROUND CONCEPTS

Calculation of the economic interdependence and impact of recreation requires the estimation of
the direct, indirect, induced, and total effects of increases in visitor expenditures (i.e., changes in final
demand). These effects were estimated with IMPLAN' through the application of input-output analysis.
Because of the importance of these concepts, direct, indirect, and induced effects are reviewed in this
section. |

Firms in a regional economy are economically interdependent. This interdependency takes the
form of purchases of goods and services between firms which are needed for the provision of other
goods and services for final delivery to consumers. Consider a regional economy surrounding a
reservoir such as Lake Guntersville. Many businesses in this economy would provide goods and
ser\;ices to people visiting the reservoir for recreation and tourism. For example, a resort on the
reservoir may offer a variety of goods and services to visitors including lodging, meals, supplies, boat

rentals, etc. In order to provide these goods and services, the resort would have to purchase inputs (e.g.,

' IMPLAN refers to the input-output data base and modeling system developed by the U.S. Forest
Service (Alward et al).
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building and hardware supplies, fuel, food, professional services) from other businesses. These
businesses, in turn, would have to purchase inputs from other businesses in order to increase their own
output of goods and services.

Because of the interdependency between businesses, a change in consumer demand for the
goods and services provided by the resort will impact other businesses in the economy. Suppose
increased recreational visits to the region by people outside the region caused demand for lake resort
goods and services to increase. The resort must purchase increased inputs from other businesses in
order to meet this increased demand. For example, in order to provide more meals to visitors, the resort
would have to purchase more food from businesses in the food production and distribution sectors. In
order to increase output, businesses in the food production and distribution sectors would have to
purchase more inputs from their suppliers. These purchases, in turn, would result in even more
economic activity since the suppliers of inputs to the food production and distribution sectors would
have to increase their purchases of inputs. Thus, the direct purchases of inputs by the resort in order to
meet increased demand for goods and services by visitors initiates a "chain reaction” of additional
purchases in the regional economy. The additional indirect purchases are the INDIRECT EFFECTS of
the increase in demand for resort goods and services.

The direct and indirect effects of the increase in demand for resort goods and services can
result in a overall increase in the production of goods and services in the regional economy. Such an
increase in economic activity results in increased employment and household income. With the increase
in household income, consumer demand for all types of goods and services could be expected to
increase. This increase in consumer demand would stimulate further purchases of inputs in the regional
economy. These purchases, which result from increased coﬁsumcr expenditures, are the INDUCED
EFFECTS of the original increase in demand for resort goods and services.

In summary, input-output analysis in general and IMPLAN in particular measure the total
economic impact on the region of a net increase in consumer demand for goods and services produced

by businesses within the region. Total economic impact is composed of direct, indirect, and induced
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effects of the change in consumer demand. Direct effects are the "first round” purchases of inputs by
the firm experiencing the increase in demand. Indirect effects are purchasers made in the "second
round”, "third round", "fourth round", and so forth in order to support the production of input purchases
in the "first round". Induced effects are increased purchases of goods and services in the region which

result from increased income to households and owners of firms.

METHODOLOGY
Survéy Design

Because of the large size of the reservoir and the complex nature of the study, a intensive
sampling plan was developed to capture the users of Lake Guntersville. Over 80 interviewing sites were
identified along the 949 shoreline miles of the lake and surveys were delivered in a face-to-face format.
Much socioeconomic, trip, preference, and demographic information was collected via the on-site
longform survey administered.

Expenditure data was collected via a mail-back survey handed out to respondents after the face-
to-face survey was completed. The survey was organized into two parts: the first, collected recreation
equipment expenditures on an annual basis; the second, collected trip expenses from the users for their
current trip to the site. Each of the sections were grouped according to major types of expenses (e.g.,
boat equipment expenses, fishing equipment expenses, off-road vehicle expenses, food expenses,
clothing expenses, etc.). Each major expenditure section then gained further detail by asking for
specific information concerning the major type of expense (e.g., boat trailer tires, boat accessories, rods
and‘ reels, drinks, processed food, shoes, apparel, etc.).

After being handed the survey, respondents were asked to complete the survey once they
returned home and retum it in the self-addressed, postage paid envelope included in the package. If,
after two weeks of the initial survey date, there was no response from the respondent a reminder
postcard was sent urging the respondent to complete and return the survey. Two weeks following the

postcard mailing, if no response was recorded the respondent was sent another survey, postage-paid
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envelope, and cover letter again urging them to complete the information and return it in the provided
envelope.

695 expenditures were finally collected which represented a 39.8 percent retum rate. Of the
695 surveys received, 673 were filled out sufficiently to allow their use in the estimation procedures.
The modified Dillman Total Design Method of reminder scheduling for mail surveys performed fairly

well in this case.

Visitation Changes

An extensive on-site sampling plan/use estimation procedure was initiated on Lake Guntersville.
The result of this procedure produced use estimates which were used as baseline estimates for the study
(see Table 1). On-site interviewing began during early 1991 and ended in early 1992. Aquatic plant
coverage during this year was very close to 8,000 acres, or 10% total lake coverage.

Calculation of visitation change between five management alternatives was undertaken to assess
the sensitivity of aquatic plant coverage change on visitation. In a separate survey created for this
purpose, respondents were asked how many trips they would make to Lake Guntersville given each of
the management scenarios presented.

Using the Trip Response Method (Teasley and Bergstrom) an equation was estimated of the
general form:

(3.1) TRIPS =f(PLNLIKE, NUMPEEP, BINCOME, RURAL, DIST, SEX, RESIDENT,
AGE, M1, M2, M3, M4),

where TRIPS is the estimated number of respondent trips given a specific plant coverage level,
PLNLIKE is how much aquatic plant coverage respondents would like to see (1 being a small amount, 5
a large amount), NUMPEEP is number of people in houschold, BINCOME is the household income,
RURAL is a dummy variable representing whether or not the respondent’s housechold was located in a
rgnal or urban area, DIST is the distance from the respondent’s home to Lake Guntersville, SEX is the
sex of the respondent, RESIDENT is whether or not the respondent lives on the lake (also a dummy

variable), AGE is respondent’s age, and M1 - M4 are dummy variables representing the different
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management alternatives. The TRM equation produced estimates of annual number of trips for an
individual respondent under each management alternative.

Impact analysis is concerned with changes in the number of visitors from outside the impact
region (OA visitors), not residents of the impact region (IA visitors). For this reason, it was necessary
to compute increases, or decreases, in OA visitation for each management alternative. It was assumed
that changes from the baseline management alternative to any management alternative would not alter
the proportion of OA visitation for any user type. The total increase, or decrease, in number of visits
for each user type and management alternative was calculated by multiplying the baseline number of
visits by the appropriate percentage increase (decrease) of visits. Multiplying the total visitation
increase by the proportion of on-site respondents who were OA visitors for that user type yielded the
increase (decrease) in QA visitors necessary for the impact analysis. Proportions of IA/OA users for the
impact area are presented in Table 2. For estimated number of visits by user type and management

alternative see Table 3.

On-Site Visitors Impact Analysis

The impact of recreation on a local or regional economy is measured by the direct, indirect, and
induced effects of spending associated with recreation trips. According to export base theory, growth in
exports causes economic growth. Purchases of goods by OA visitors are exports, as they bring "new”
dollars into the local region. Thus, impacté in an economy attributable to recreation are traceable to
spending by OA visitors for recreation and related services.

This study estimated the impacts resulting from the five management alternatives as follows:

Minimum Mngt. Alternative - 34,000 Acres aquatic plant coverage (Approx. 50%
coverage - Hypothetical)

Mngt. Alternative A - 20,200 Acres aquatic plant coverage (Approx. 30%
coverage - 1988 Highest historical amount)

Mngt. Alternative B - 14,200 Acres aquatic plant coverage (Approx. 20%
coverage - 1989) ‘
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Mngt. Alternative C - 8,000 Acres aquatic plant coverage (Approx. 10%
coverage - 1990)

Mngt. Alternative D - 0 Acres aquatic plant coverage.

Three of the five management scenarios discussed above were historically referenced to years preceding
the surveying efforts of this project. Because of the extremely large proportion of users who had prior
experience with Lake Guntersville (many for a decade or more), results of the analysis will reflect that
experience. One important item in this experience, especially during high aquatic plant coverage years,
was the plant control effort of TVA in priority areas around the lake (e.g., boat docks, boat ramps). The
presentation of the management scenarios to survey respondents was consistent with the assumption that
TVA would continue to control plants in priority areas under each level of coverage.

Only expenditures made in the impact area by OA users were rclevant. in determining final
demand changes for impact analysis. Lake Guntersville lies in Marshall and Jackson counties,
Alabama’. For this study, the impact area was chosen by taking the two counties in which the lake
exists and those counties contiguous tq them. The resulting eleven county impact area reached into
three states, Alabama, Georgia, and Tennessee. The eleven counties are shown in Table 4.

All trip related expenses made on-site were assumed to occur in the impact afca OA user
expenses incurred at home were not attributable to the impact area and were deleted. En route expenses
were attributed to the impact area according to the percentage of OA users travel within the impact area.
This percentage was determined by taking the proportion of straight-line distance from the rcspondent’s
home to the lake, to the amount of that straight line distance that lay within the impact area.

Annual equipment expenditures attributable to an impact area were estimated in the following
manner. First, if the respondent was an OA user, all home éxpenses were deleted. Remaining
expenditures were divided by the number of times the respondent reported they had visited the interview

site or area with the equipment in order to put the annual dollar amount on a per trip basis. Mean

’It is noted that a small ‘riverine’ portion of Lake Guntersville extends into a part of Marion county,
Tennessee.
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expenditures per trip were then divided by the reported number of persons for whom the respondent
paid to get an average expenditure profile per person per trip.

At the beginning of the analysis, expenditure profiles were estimated across four visitor types:
Boater/Fisher, Boater/Non-fisher, Non-Boater/Fisher, and Non-boater/Non-Fisher. The mean expenditure
proﬁles between these groups were not determined to be significantly different, however. Therefore, the
user groupings were changed to Fishers/Non-Fishers and Boaters/Non-Boaters. Mean expenditures
between Fishers/Non-Fishers and between Boaters/Non-Boaters were significantly different.

The two groupings, Fisher/Non-Fisher and Boater/Non-Boater are not mutually exclusive,
however. We therefore chose to conduct our analysis using the Fisher/Non-Fisher grouping because the
distinction between Fishers and Non-Fishers seemed of most interest to the study.

The final step required to prepare the expenditure profiles for I-O analysis was to allocate the
expenditures by item across economic sectors to derive final demand effects by sector. The procedures
involved using national annual personal consumption data (PCE) prepared by the Bureau of Economic
Analysis (BEA) to develop percentage allocations to each of the appropriate sectors for each expenditure

item (Watson and Brachter).

On-Site Visitor Interdependenée Analysis

A related method for assessing the importance of recreation to a local area is to examine the
total amount of business transactions in the economy generated by recreation visitation. This analysis
resembles impact analysis, but considers the total effects to the economy of the recreation resource by
including the recreation spending of IA visitors in the calculations. The procedures are similar to those
outlined above, but incorporate slight modifications to the expenditure and visitation profiles.

Since interdependence analysis includes both IA aﬁd OA visitors, visitation levels are increased
over those found in impact analysis. This, correspondingly, increases dollar value estimates of total
effects. Mean expenditure profiles for OA visitors remain unchanged. Expenditure profiles for IA

visitors include at home, en-route, and on-site expenses.
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It is important to note that economic interdependence estimates do not measure the contribution
of recreation spending to economic growth. The economic interdependence estimates simply show the
amount of economic activity that is in some way related to reservoir recreation. In order to measure
economic growth and develbpmcnt potential (which is often of primary policy and planning interest),

economic impact estimates must be used -- not economic interdependence estimates.

ECONOMIC IMPACT AND INTERDEPENDENCE RESULTS FOR ON-SITE VISITORS
Expenditure Profiles

The economic impacts of recreation to an area depend on the amount of ﬁloncy OA visitors
spend in the area. Tables 5 and 7 show the mean trip expenditures per person, per trip for OA visitors
and for IA and OA visitors to the 11-county impact region. These expenditures are categorized by
major trip expenditure type. Tables 6 and 8 represent mean equipment expcndiimcs per person, per trip
for OA visitors and for IA and OA visitors of the impact region. All dollar amounts are reported in
1990 dollars.

OA visitors spent more on average in every expenditure category than IA visitors. This is
expected since they must travel a longer distance and therefore spend more in travel and perhaps
lodging. Fishers and Boaters spent more than those who did not fish or boat. This is also expected as
the expense of operating and traveling with the equipment needed to boat and/or fish requires more
expense than activities other than boating or fishing.

The expenditures made by visitors for specific items are allocated to specific economic sectors,
including those representing the primary manufacture of the goods purchased. This allocation process is
termed margining. Since specific sectors are perturbed, one must allocate a specific percentage of the
total respondent expenditure to each sector. The example follows through for all of the recreation
expenditures attained in the expenditure survey. This allocation method was designed for compatibility

with the economic sector definitions in IMPLAN.
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Impact Results

Economic impact results are reported for total gross output, total income, and total
employment categories. Total gross output is the sum of all annual industry sales or the annual value of
outputs produced by industries in an economy. Total income is the sum of employee compensation
(wages and salaries pajd.to employees of industries in a economy) and property type income. Property
type income is defined as profits, rents, royalties, etc., paid t0 owners of property and firms that are
engaged in the production of outputs in an economy (Palmer and Siverts). Estimated economic impacts
(total effects) include the direct, indirect, and induced effects of recreational spending by OA users.

The general formula for attaching economic impact and interdependence effect dollar amounts

to each alternative for each user group was specified as follows:

31 DT = [(Vanm * Agnr) * Ulgam] | 1000.

DT equals dollar total impact(effect), V(f, -vp €quals visitation level under the given management
alternative for either Fishers or Non-Fishers, A(gj'g equals the percentage of users who did not live in
the given impact area for either Fishers or Non-Fishers (OA users), and Ul(ﬁ;g equals the dollar
impact(effect) per 1000 visits for either Fishers or Non-Fishers to a specific impact area.

Economic impacts for the 11-county impact area across each of the five management scenarios
are shown in Tables 9, 10, and 11. Impacts for Fishers and Non-Fishers are shown broken out of the
total impacts.

Because Fishers prefer more to less plants, a definite trend develops as plant coverage levels
decrease. The exception is the minimum management alternative where, evidently, the users felt that
the coverage levels would be excessive to the point as to prevent, or hinder, their main activity.

Non-Fishers have a mirror-image trend of the Fishers. Their preferences are for less coverage
but kinks where the management alternative removes all plant coverage. This is perhaps in recognition

to the biological necessity of aquatic plants in the lake ecosystem.
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Interdependence Results

Interdependence results for the 11-county local impact area arebpresented in Tables 12, 13, and
14°. Total dollar figures for the interdependence analysis are larger than for the impact analysis
primarily because IA users are included. Clearly, the addition of these users adds a tremendous effect
to the values presented. Again, it is important to note that these values represent contribution to the

economy by recreation expenditures rather than impacts.

Reeidential Economic Contribution

Homeowners* of the lake were also surveyed. Residential sampling produced approximately
370 usable expenditure sections for analysis. The values obtained from this analysis are reported
separately because of the separate use estimation procedures applied between this group and the on-site
surveying. Also, residents were conjectured to have different expenditure patterns than on-site users.
Trip expenses for residents were considered to be inseparable from the daily functioning of the
household and were therefore not used in IMPLAN calculations. Annual equipment use and
expenditures were, however, used for the IMPLAN calculations.

Use estimates for residents are presented in Table 15. Estimated number of visits for residents
by user group and management alternative are presented in Table 16. Because the IMPLAN results for
residents are of an interdependence type, no visitation adjustment was needed for IA and OA users as
wa§ done for impact analysis. Residential equipment expenditure profiles are presented in Table 17 by
user group. These mean expenditures are on a per household basis.

Interdependence effects for the 11-county eeonomyb by residents are described in Tables 18, 19,

and 20 by user group and total. Residential expenditure contributions to the economy were measured by

® These figures do not include expenditures influencing the economy by people living directly on the
lake.

“Eligible households, for the purposes of our study, included all those properties which were directly
on the lake and also those which were off the water but still retained legal access.
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allocating residential expenditures across the appropriate IMPLAN sectors as performed with the

previous impact and interdependence analyses.

Residential and On-Site Visitor Contribution to Local Economy

In order to get a more complete picture of the contribution Lake Guntersville recreation users
make to the 11-county impact area the on-site and residential interdependence analyses were suinmed.
The combined residential and on-site visitor economic contributions to the impact area are presented

below by user group and management alternative (see Tables 21, 22, and 23).

IMPLICATIONS

Public reservoirs in the United States such as those managed by the Tennessee Valley Authority
and- the U.S. Army Corps of Engineers provide multiple services to society. These services include
flood control, navigation, hydropower, recreational opportunities, and environmental amenities (e.g.,
aesthetic enjoyment by visitors and lake residents). Achieving a reasonable and publicly-acceptable
balance between the many, often competing, uses of public reservoirs is a major management challenge.
The management of public reservoirs can be facilitated by information on the economic value and
impact of reservoir management strategies.

Management of non-native aquatic plants in public reservoirs is of considerable interest and
concern in the United States, particularly in the Southeast. In the absence of control efforts, with
favorable growing conditions, non-native aquatic plant coverage can rapidly expand in a reservoir. For
example, in Lake Guntersville, non-native aquatic plant coverage reached a high of about 30% of total
reservoir acreage in 1988 in spite of heavy control efforts.

Large amounts of non-native aquatic plant coverage can have both negative and positive effects
on reservoir uses and services. Negative effects include clogging water intake pipes, restricting
commercial navigation, restricting access to boat docks and boat launching areas, promoting mosquito

production, and interfering with certain recreational/leisure experiences (e.g., recreational boating, water
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skiing, swimming). Positive effects of aquatic plants include provision of food, cover, and oxygen for
waterfowl, fish, and other wildlife species, and enhancement of certain recreational/leisure experiences
(e.g., fishing, waterfowl hunting, wildlife observation). This study focused on examining relationships
between non-native aquatic plant management and reservoir-based recreation at Lake Guntersville,
Alabama.

Over the years, reactions to the amount of aquatic plant coverage in Lake Guntersville from
recreational/leisure users of the lake has been mixed. Recreational boaters, for example, have
complained about plants getting tangled in boat motor propellers, and recreational swimmers héve
complained about aquatic plants interfering with lake swimming opportunities. On the other hand, in
the past many fishers have attributed good fishing opportunities at Lake Guntersville to the presence of
non-native aquatic plants. There has also been concern expressed in the past that aquatic plant
management may have major effects on the economic value and impacts of recreational/leisure uses of
Lake Guntersville, Before this study, however, very little quantitative information has been available to
assess lake user’s preferences and attitudes with respect to aquatic plant coverage and the effects of
changes in aquatic plant coverage on economic value and impacts.

| Five alternative plant wv&age scenarios were evaluated in this study. Under the "Minimum
Control” Alternative, 34,000 acres of the lake (about 50% of the total reservoir surface area) would have
aquatic plants "topped out” or just below the water surface. Under "Management Alternative A", 20,200
acres of the lake (about 30% of the total reservoir surface area) would have aquatic plants "topped out”
or just below the water surface. Under "Management Alternative B", 14,200 acres of the lake (about
20% of the total reservoir surface area) would have aquatic plants "topped out” or just below the water
surface. Under "Management Alternative C", 8,000 acres of the lake (about 10% of the total reservoir
surface area) would have aquatic plants "topped out" or just below the water surface. Under
"Management Alternative D", aquatic plant coverage would be reduced to near zero acres (representing,

for example, an elimination of non-native aquatic plants in the lake).
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The economic analysis included estimates of economic impact and interdependence. The
estimates of economic impact answer the question, "How much does recreational use of Lake
Guntersville contribute to the economic growth of the local economy around the lake?" Economic
growth results from the influx of "new money” into- the local economy as visitors who live outside of
the local economy (non-residents) spend money on their visits to the lake. Thus, the economic impact
results only include the effects of non-resident expenditures.

The greatest amount of economic growth was projected to result from "Managemént Alternative
A" and "Management Alternative B". Both of these alternatives would result in about $160 million
worth of total gross output being added to the 11-county local region surrounding Lake Guntersville.
The smallest amount of economic growth was projected to result from the "Minimum Control”
Alternative and "Management Alternative D". These alternatives would result in about $120 million
worth of total gross output being added to the 11-county region surrounding Lake Guntersville.
"Management Altemative C" would contribute about $150 million worth of total gross output to the 11-
county region.

The economic impact estimates provide a measure of the additional economic activity (e.g.,
output, income, jobs) in a regional economy which are directly attributable to Lake Guntersville. If
reservoir management or changes in visitation patterns result in a reallocation of trips by non-residents
away from Lake Guntersville, the resulting decrease in recreation expenditures and economic activity
would represent a loss to the local economy surrounding the lake. Alternatively, if reservoir
management or changes in visitation patterns resulted in increased trips from non-residents to Lake
Guntersville, the resulting increase in rccreat@on expenditures and economy activity would represent a
gain to the local economy.

The estimates of economic interdependence answer the question, "How much economic activity
in a region is in some way tied to recreation at Lake Guntersville?” Economic interdependence

| considers the effects of all reservoir-related expenditures, including expenditures by non-resident visitors

and lake users who live within the boundaries of the local economy surrounding the lake (e.g.,
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households located on or near the lake). These expenditures by non-resident visitors and resident users
contribute to both economic growth and stability in the local economy.

Economic interdependence effects were greatest for "Management Alternative A" and
"Management Alternative B". Under both of these alternatives, about $580 million worth of total gross
output in the 11-county region surrounding Lake Guntersville is projected to be associated with lake-
related expenditures. Economic interdependence effects were smallest for the "Minimum Management”
Alternative and "Management Alternative D". Under both of these alternatives, about $420 million
worth of total gross output in the 11-county region is projected to be associated with lake-related
expenditures. About $518 million of total gross output is projected to be associated with lake-related
expenditures under "Management Alternative C",

The economic interdependence effects indicated the interdependency of recreation with
economic activity in the local economy surrounding Lake Guntersville. If recreation is highly
interdependent with bﬁsincsses and other industries in the local economy, recreational expenditures will
tend to contribute substantially to the magnitude and distribution of goods and services output, income,
employment, and other economic dimensions of the economy. Thus, if recreation use of the reservoir
were to drastically decrease, there may be a large "shock” to the local economy. The effects of this -
shock would eventually diminish as residents reallocate expenditures to other businesses and industries
within and 6utside of the local economy. However, a certain amount would be lost as non-resident
dollars stopped flowing into the local economy. Also, if residents do not reallocate expenditures within
the local economy, the local economy may suffer a net loss in economic activity such as income and
employment. This would occur, for example, if residents and non-residents reallocated their recreation
expenditures to recreational areas outside of the local economy surrounding Lake Guntersville.

| These results suggest that there may by large resulting economic effects associated with
differing levels of aquatic plants in reservoirs. Because large reservoirs, such as Guntersville, support
varied recreational activities that are affected in different ways by aquatic vegetation control practices of

the plants could have potentially large effects on local economies. Economic impact and
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interdependence information, such as is presented here, is important input into the management decision-
making processes, as indicated by the demand for such information by natural resource managers, local

business operators, and other decision-makers.
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| Table 1. "Baseline" Use at Formal Sites

User Group Total On-site Rec Confidence Interval % of Total Visits
Visits 90%)
2,844,718.14
Fishers 976,508.47 24.33 34%
Non-Fishers 1,868,209.67 43.74 66%

| Table 2. Percentage of Respondents in IA User/OA User Category for Each Impact Region
\ 11 County Impact Region Non-Fishers

72.6
274

| Table 3. Estimated Number of Visits by User Group and Management Alternative
User Min Mngt. Mngt. Mngt. Mngt. Mngt.
Group Alternative Alternative A | Alternative B Alternative C Alternative D

Fisher

1,644,440.26 | 1,847,554.03 1,429,608 4
855,640.03 1,765,458.14

976,508.47
1,868,209.67

476,536.13
1,750,512.46

Non-
Fisher

1,434,785.03
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| Table 4. Counties Used in Impact and Interdependence Analysis ’

Population
(thousands)
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Mean Trip Expenses for QA Users of the 11-County Impact Region (Reported
dollar amounts are per person, per trip, 1990 dollars)

Expenditure Category ‘

Uscr Type Lodging Activities
® ®

|| Non-Fisher

Table 6. Mean Equipment Expenditures for OA Users of the 11-County Impact Region
(Reported dollar amounts are on a per person, per trip basis, 1990 dollars),
Expenditure Category User Type
Fisher Non-Fisher
Motor Boat 43.16 78.61
Other Boats 0.06 2.86
Skiing 0.30 0
Camping Vehicles 5.14 251
Backpacking 041 0.18
Fishing 20.46 3.14
Bike 0 0.36
Motor Bike 0 0
Off-Road Vehicles 0.68 0
Hunting 298 0.02
All Other Equipment 0.51 0.06

136



Table 7. Mean Trip Expenses for IA Users and OA Users of the 11-County Impact Region
(Reported dollar amounts are per person, per trip, 1990 dollars)

Expenditure Category

Food Activities
® 3 ®)

Table 8. Mean Equipment Expenditures for IA Users of the 11-County Interdependence
Region (Reported doll_ax amounts are on a per person, per trip basis, 1990 dollars)
Expenditure Category User Type
Fisher Non-Fisher
Motor Boat

Other Boats 1.89 271
Skiing 0.16 0.33
Camping Vehicles 5.16 11.45
Backpacking 048 221
Fishing 15.06 5.17
Bike 217 446
Motor Bike 148 3.69
Off-Road Vehicles 1.12 447
Hunting 4.65 19.38
All Other Equipment 044 1.50
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Table 9. Total Gross Output Due to OA Users Recreational Visits to Lake Guntersville
Under Different Management Alternatives, 1990 Dollars
Total Gross Output - Economic Impact (Million $)
User Type Min, Mngt. Mngt. Mngt. Mngt. Mngt.
Alternative | Alternative A | Alternative B Alternative C Alternative D

Non-Fisher

Total Income Due to OA Users Recreational Visits to Lake Guntersville Under

Table 10.
Different Management Alternatives, 1990 Dollars
Total Income - Economic Impact (Million $)
User Type Min. Mngt. Mngt. Mngt. Mngt. Mngt.
Alternative Alternative A | Alternative B | Alternative C | Alternative D

Non-Fisher

Table 11.

Total Employment Due to OA Users Recreational Visits to Lake Guntersville
Under Different Management Alternatives

Total Employment - Total Number of Jobs

Min. Mngt.
Alternative

Mngt.
Alternative A

Fisher

1,948.28

2,188.93

Mngt.
Alternative B

1,693.76

Mngt.
Alternative C

1,156.94

Mngt.
Alternative D

564.59

Non-Fisher

1,289.45

2,162.22

4,351.15

2,660.55

4,354.33

2,815.39

3,972.33

2,638.02

3,202.61
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table 12.

Total Gross Output Due to IA and OA User Recreational Visits to Lake
Guntersville Under Different Management Alternatives, 1990 Dollars

Fisher

Total Gross Output - Economic Impact (Million $)

|

Min. Mngt.
Altemative

Mngt.

Alterative A

Mngt.

Alternative B

Mngt.
Alternative C

Mngt.
Alternative D

Non-Fisher

Table 13.

Total Income Due to IA and OA User Recreational Visits to Lake Guntersville

Under Different Management Alternatives, 1990 Dollars

Fisher

Total Income - Economic Impact (Million $)

Min. Mngt.
Alternative

Mngt.

Alternative A

Mngt.

Alternative B

Mngt.
Alternative C

Mngt.
Alternative D

Non-Fisher

r .

Fisher

6,692.87

7,519.54

5,818.51

Table 14, Total Employment Due to IA and OA User Recreational Visits to Lake
Guntersville Under Different Management Alternatives
Total Employment - Total Number of Jobs
User Type Mngt. Mngt. Mngt.
Alternative A | Alternative B | Alternative C Alternative D

3,974.39

1,939.50

Non-Fisher

4,089.96

10,782.83

6,858.27

14,577.81

8,438.89

14,257.40

8,930.04

8,367.45

10,306.95
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Table 15. Residential Use Estimates in Visits by User Group

User Group

Total On-site Rec Confidence Interval % of Total Visits
Visits (90%)

All Resident Users 208,221.87

Fishers

89,666.69
107,708.80 14.88 52%

Non-Fishers

Table 16. Estimated Number of Visits by User Group and Management Alternative

User Group Min Mngt. . Mngt. Mngt. Mngt.
. Alternative i Alternative B | Alternative C Alternative D

150,998.71 169,649.38 131,272.03 89,666.69 43,847.01
|| Non-Fisher 49,330.63 82,612.65 101,784.82 107,708.80 100,815.44

Table 17. . Residential Household Mean Annual Equipment Expenditure Profiles for Fishers
and Non-Fishers, Per Averagc Trip, 1990 Dollars
Expenditure Category User Type
Fisher Non-Fisher
Motor Boat
Other Boats 0.60 1.88
Skiing 0.0 048
Fishing 3.99 249
Hunting 373 136
All Other Equipment 0.09 1.03
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Total Gross Output Due to Residential Recreational Spending at Lake Guntersville

Alternative

Table 18.
Under Different Management Alternatives, 1990 dollars
Total Gross Qutput - Economic Impact (Million §)
User Type Min. Mngt. Mngt. Mngt. Mngt. Mngt.
Alternative A Alternative B Alternative C Altermnative D

Non-Fisher

I

Total Income Due to Residential Recreational Spending on Lake Guntersville

Table 19.
Under Different Management Alternatives, 1990 dolars
Total Income - Economic Impact (Million §)
User Type Min. Mngt. Mngt. Mngt. Mngt. Mngt.
Alternative Alternative A | Alternative B | Alternative C | Altemnative D

Non-Fisher

Total Employment Due to Residential Recreational Spending on Lake Guntersville

Table 20.
Under Different Management Alternatives
Total Employment - Total Number of Jobs
User Type Min. Mngt. Mngt. Mngt. Mngt. Mngt.
Alternative Alternative A | Alternative B | Alternative C Alternative D

Non-Fisher
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Total Gross Output Due to Residential and On-Site Recreational Spending at Lake

Fisher

Table 21.
Guntersville Under Different Management Alternatives, 1990 Dollars
Total Gross Output - Economic Interdependence (Million $)
User Type Min. Mngt. Mngt. Mngt. Mngt. Mngt.
Alternative Alternative A | Alternative B Alternative C | Alternative D

Non-Fisher

Table 22.

Total Income Due to Residential and On-Site Recreational Spending on Lake
Guntersville Under Different Management Alternatives, 1990 Dollars

Total Income - Economic Interdependence (Million $)

User Type Min. Mngt.
Alternative

Fisher

Mngt.
Alternative A

Mngt.
Alternative B

Alternative C

Mngt.

Mngt.
Alternative D

Non-Fisher

Total Employment Due to Residential and On-Site Recreational Spending on Lake

6,750.25

Fisher

7,584.01

5,868.39

Table 23.
Guntersville Under Different Management Alternatives
Total Employment - Total Number of Jobs
User Type Min. Mngt. Mngt. Mngt. Mngt. Mngt,
Alternative Alternative A | Alternative B | Alternative C Alternative D

4,008.46 1956.16

4,120.54

Non-Fisher
10,870.79

6,909.49

14,493.50

14,370.39

8429.96

8,996.82
10386.12

13,005.28
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CONTINGENT VALUATION AND REVEALED PREFERENCE METHODOLOGIES
COMPARING THE ESTIMATES FOR QUASI-PUBLIC GOODS

Richard T. Carson
Nicholas E. Flores
Kerry M. Martin

Jennifer L. Wright

ABSTRACT

A comprehensive literature search provides 79 studies from which 541 comparisons of contingent
valuation (CV) to revealed preference (RP) estimates are made. Summary statistics of the CV/RP ratios
are provided for the complete dataset, a 5% trimmed dataset, and a weighted dataset that gives equal weight
to each study rather than each CV/RP comparison. For the complete dataset, the sample mean CV/RP ratio
is 0.88 with a 95% confidence interval [0.80-0.95] and a sample median of 0.74. For the trimmed and
weighted data sets, the summary statistics are (0.77; [0.73-0.81]; 0.74) and (0.92; [0.81-1.02]; 0.94),
respectively. The correlation coefficients between the CV and RP estimates for the three datasets are 0.40,
0.60, and 0.68, respectively. Non-parametric density estimates are provided, as well as the results of
regressions of the observed CV/RP ratios on the basic RP technique used and the broad class of goods
valued.

An earlier version of this papci' was presented at the Annual U.S. Department of Agriculture W-133 Meeting
on Benefits and Costs in Natural Resources Planning, Tucson, Arizona. Please send comments to Richard
Carson, Department of Economics, University of California, San Diego, La Jolla, CA 92093.
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CONTINGENT VALUATION AND REVEALED PREFERENCE METHODOLOGIES
COMPARING THE ESTIMATES FOR QUASI-PUBLIC GOODS
1. INTRODUCTION

Beginning with Knetsch and Davis (1966), the comparison of contingent valuation (CV) estimates
for government-provided, quasi-public goods with estimates obtained from revealed preference (RP)
techniques, such as travel cost analysis and hedonic pricing, has played a key role in assessing the validity
and reliability of the contingent valuation method. In their assessment of the contingent valuation method
twenty years later, Cummings, Brookshire and Schulze (1986) placed considerable emphasis on comparing
estimates from eight studies that used both contingent valuation and revealed preference techniques for
similar quasi-public goods.! The assemblage of studies in Cummings, Brookshire, and Schulze (1986)
emphasized the shift away from treating revealed preference tcchﬁiques as the "truth,” toward the realization
that revealed preference estimates are random variables which are sensitive to details such as commodity
definition, the functional form used in estimation, and other technique-specific assumptions such as the value
of time and the number of sites in a travel cost study. As a result of this shift, comparisons between
contingent valuation and revealed preference estimates are generally assumed to represent tests of
convergent validity rather than criterion validity.? Still, such comparisons can play a prominent role in
discussions of whether there is a need to "calibrate” contingent valuation estimates up (Hoehn and Randall,
1987) or down (Diamond and Hausman, forthcoming) and issues such as whether contingent valuation
estimates systematically vary with the good being valued.

The focus of this paper is to summarize the available information and provide readers with the

broadest possible overview of how CV estimates for quasi-public goods correspond with estimates based

1’I'he eight studies Commings, Brookshire, and Schulze (1986) looked at were Knetsch and Davis (1966), Bishop and Heberlein
(1979), Thayer (1981), Brookshire et al. (1982), Desvousges, Smith and McGivney (1983), Sellar, Stoll and Chavas (1985), Brookshire
" et al. (1985), and Commings et al. (1986).

ests of criterion validity are possible when one is comparing an estimate from some technique to a value which is known to
be the truth, Tests of convergent validity are possible when there are two or more measurement techniques potentially capable of

measuring the desired quantity, but both techniques do so with error. Mitchell and Carson (1989) provide a discussion of this issue.
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on revealed preference techniques. Through an extensive search of both the published and unpublished
literature, we located 79 studies that provide 541 comparisons éf contingent valuation to revealed preference
estimates.

2. STUDY INCLUSION CRITERIA

To help locate studies that contain both CV and RP gstimates, we systematically reviewed entries
in the Carson et al. (1994) bibliography of over 1600 contingent valuation papers. To be eligible for
inclusion in our sample, a study must provide at least one contingent valuation estimate and one revealed
preference estimate for essentially the same quasi-public good; thus, no studies of private goods are
included. The goods valued are various forms of recreation (mostly outdoor), changes in environmental
amenities such as air, noise, or water pollution, and changés in health risks. Consumers (individuals or
households) had to have been interviewed to obtain the contingent valvation estimate. Thus, we did not
include studies where the respondents were not consumers such as Bohm’s (1984) study of willingness to
purchase statistical information by local governments. Furthermore, we considered only contingent valuation
estimates of willingness to pay (WTP). Therefore, we excluded estimates based on willingness to accept
compensation or on contingent behavior responses.’> Otherwise, we have tried to be inclusive with respect
to study estimates.

The time spanned by the studies we examined is nearly thirty years, 1966-1994. The earliest study
is Knetsch and Davis’ (1966) well-known contingent valuation-travel cost comparison of outdoor recreation
in Maine. The latest study considered is Choe, Whittington, and Lauria (1994) who value the opening of
a polluted urban beach in the Philippines.

Due to well-known, potential biases in relying upon only the published literature to summarize

research findings, we have spent considerable effort searching the unpublished literature including theses,

3 We do include CV estimates derived from willingness to drive questions if they were intended to be directly compared to a
travel cost estimate. CV questions phrased in terms of willingness to give up other goods are not included. No comparisons between
CV willingness to pay estimates and actual willingness to accept compensation (e.g., Bishop and Heberlein, 1979) are used as our
initial investigation suggested that CV/RP ratios in such comparisons are almost always substantially below 1.0.
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dissertations, conference papers, and government reports.* We have also drawn upon the rapidly growing
nonmarket valuation literature from studies conducted outside the United States.

Multiple estimates from a single study are provided when the study valued multiple goods. This
is common, for instance, in situations where respondents were interviewed at several recreational fishing
locations and travel cost and contingent valuation estimates were made for each location (e.g., Duffield and
Allén, 1988) or where different levels of a good are valued (e.g., Shechter, 1991). Multiple estimates are
also provided when a study used different analytical assumptions (e.g., Smith, Desvousges, and Fisher,
1986) in making the CV and/or RP estimates. In such cases, we considered all of the possible comparisons
between the CV and RP estimates for the good in question. Studies often show a clear preference for a
particular estimate and provide a rationale for the choice. However, the choice of a particular estimate is
subjective, and when facing the same choices, different researchers might undoubtedly make different
choices. To maintain as neutral of a position as possible, we considered all available comparisons made
explicitly in the study or which are easily inferred.’

The studies considered provide value estimates for a wide variety of quasi-public goods. As a
result, we look at everything from the value of a recreational fishing day on the Blue Mesa Reservoir in
Colorado to the value of a statistical life estimated from national occupational risk data. There is a
substantial amount of variation between the goods considered, between the changes in the goods valued,
and between the specific implementations of the valuation techniques used. There is also variation both
across and within studies and in how closely the goods in different CV and RP comparisons actually match-
up. This variation is both a strength and a weakness. The variation allows for an analysis that favors a
"big-picture” view, but at the same time may be of little relevance to a particular study. If there is a strong

signal that CV, as a general valuation approach, substantially under- or over- estimates quasi-public goods’

4Berg (1994, p. 401) underscores this position based on his study of publication bias by noting that "If the meta-analysis is
restricted to published studies, then there is a risk that it will lead to biased conclusions. This is especially problematic in that one
of the major advantages of meta-analysis is that the aggregation of data can lead to effect size estimates with very small variance,
giving the impression of conclusiveness in circumstances where the summary estimate is biased. That is, the resulting inferences may
not only be wrong but appear convincing."

We have strived to avoid including duplicate estimates or estimates obtained by simple transformations such as aggregation.
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values relative to revealed preference techniques, one is likely to see it in a sample as large as ours. Small
effects and subtle interactions between particular types of goods and very specific valuation techniques used
may, however, be missed.

We coded the revealed preference techniques used in the papers into five broad categories. The
first of these is single site travel cost models (TC1). The second is multiple site travel cost models (TC2).
The third is hedonic pricing (HP). The fourth includes household production function, averting behavior,
and expenditure function models (AVERT) not already included in TC2. The last category includes the
creation of simulated or actual markets (ACTUAL) for the good. We excluded estimates from any
technique which were not designed to capture net willingness to pay/consumer surplus such as actual trip
expenditures. There are 241 TC1, 170 TC2, 52 HP, 26 AVERT, and 48 ACTUAL estimates.

We have also coded the goods valued in the various studies into three broad classes. The first
class, recreation (REC), includes studies that valued outdoor recreation such as sport fishing, hunting, and
camping. The second class is environmental amenities (ENVAM). Many studies in this class valued such
goods as improved air and water quality. The third class is health risk (HEALTH). Studies in this class
valued reductions in environmental health risks. There are 366 REC, 160 ENVAM and 15 HEALTH
estimates. There is a considerable correspondence between the general class of good being valued and the
RP technique used. This is particularly true of outdoor recreation where single (TC1) and multiple (TC2)

site travel cost models are almost exclusively used.

3. BRIEF DESCRIPTION OF STUDIES
To help the reader, we have included a basic summary of each study used in our analysis. The
study summaries are grouped into four categories based on their revealed preference methodology: travel
cost (single-site and multiple-site)®, hedonic pricing, averting behavior/household production functions, and

simulated/actual market. Within each revealed preference methodology, the studies are organized

® Because studies sometimes provide both types of estimates, single- and multiple-site studies are combined.
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chronologically. The number of CV/RP comparison ratios obtained from each study appears in parentheses

after each summary.

3.1 Comparisons of Contingent Valuation with Travel Cost

Knetsch and Davis (1966) valued outdoor recreation at a forest recreation area in northern Maine

using a single-site travel cost model and two variants of the contingent valuation approach. The data was
obtained from on-site interviews of recreation area users. Both willingness to pay and willingness to drive
additional distances were elicited from the respondents. (2 comparison ratios)

Beardsley (1970) conducted a study to value recreation on the Cache la Pandre River in Colorado
using both travel cost and contingent valuation methodologies. The study data was obtained from an in-
person survey of river visitors conducted in 1966. The authors present two different benefit estimates using
a simple single-site zonal travel cost model and comparable contingent valuation estimates. (2 comparison
ran'bs)

Binkley and Hanemann (1978) examined beach usage in Boston using both travel cost and
contingent valuation methodologies. The data was obtained from in-person interviews of beach users.
Using a multi-site travel cost model, the authors estimate a range of average values per day that can be
compared to a contingent valuation estimate for the same. (2 comparison ratios)

In a study best known for its innovative elicitation of willingness to accept compensation in a

simulated market, Bishop and Heberlein (1979) also used the contingent valuation and travel cost

methodologies to value willingness to pay for goose hunting in the Horicon Zone of Wisconsin. The data
was obtained from a mail questionnaire administered to a random sample of hunters who had applied for
early season permits. Under different assumptions for the value of time, the authors present three travel
cost estimates and one contingent valuzition estimate. (3 comparison ratios)

Smith (1980) used both travel cost and contingent valuation models to estimate the recreational

value at Oregon’s Cullahy Lake in her Master’s Thesis. The study data was obtained from on-site
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interviews of lake visitors conducted in 1979. The author presents one travel cost and one contingent
valuation estimate. (I comparison ratio)

Thaver (1981) used contingent valuation and a site-substitution travel cost model to estimate
willingness to pay for the preservation of the Santa Fe National Forest (located in the Jemez Mountain Area
of New Mexico) in its original state (i.e., to prevent geothermal activity which was scheduled to begin in
the early 1980’s). The study data was obtained from interviews of recreationists conducted in the fall of
1976 and the spring of 1977. The authors present contingent valuation and travel cost estimates for
daytrippers, campers, and the visitor population as a whole under different travel cost modeling assumptions.
(6 comparison ratios)

Haspel and Johnson (1982) conducted a study to assess the impact of proposed surface mining to
be located near Utah’s Bryce Canyon National Park. A survey was administered to different samples of
the park’s visitors in the summer of 1980. One section of the survey was designed to generate data to allow
for a comparison of travel cost and contingent valuation estimation techniques. Under alternate assumptions
regarding model specification and the value of time, eight travel cost estimates are presented. Two
contingent valuation estimates are provided that were calculated using the maximum additioﬁal distance
visitors were willing to drive to visit Bryce Canyon. Johnson and Haspel (1983) used two additional survey
samples to derive new travel cost estimates which were then compared to one of the CV estimates from
Haspei and Johnson (1982). (8, 2 comparison ratios)

Vaughan and Russell (1982) valued a day of freshwaier fishing by the species sought using the
travel cost method and contingent valuation method. Their data was obtained from the 1975 National
Survey of Hunting, Fishing and Wildlife Associated Recreation. Some of the parameters in the travel cost
model were derived using data from a 1979 mail survey of recreational fee-fishing sites in the United States.
The travel cost analysis used a varying-parameter model with multiple sites. For trout and catfish, the
authors calculated two travel cost estimates, one without inclusion of time costs and one with time valued
at the median wage by zone. A contingent valuation estimate was also provided for the two types of fish.

(4 comparison ratios)
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Desvousges, Smith and McGivney (1983) valued water quality improvements in the Monongahela

river basin in Western Pennsylvania. In-person interviews were administered to a sample of area
households. Three different scenarios were valued: avoiding a loss of water quality, an improvement from
boatable to fishable water quality, and an improvement from fishable to swimmable water quality. One
travel cost estimate for each scenario is presented along with four different contingent valuation estimates

obtained from different elicitation methods. Smith, Desvousges and Fisher (1986) use the same CV data

but present three new travel cost estimates for each scenario using different model specifications. (12, 36
comparison ratios)

Harris (1983) used both travel cost and contingent valuation methodologies to estimate the benefits
from Colorado’s fisheries in his Ph.D. dissertation. The study data was obtained from a mail questionnaire
sent to a sample of Colorado fishing licensees. Both travel cost and contingent valuation estimates are
presented for the full-sample and a single-purpose trip subsample by four fishery types (wild, basic yield,
plains and combined). (8 comparison ratios)

Duffield (1984) conducted a study to estimate recreational values for the Kootenai Falls in
northwestern Montana using the travel cost and contingent valuation methodologies. On site, in-person
interviews were conducted in the summers of 1981 and 1982. Two travel cost estimates are presented under
alternate assumptions regarding model specifications and contingent valuation estimates for two different
payment vehicles. (4 comparison ratios)

ECO Northwest (1984) used simple travel cost, hedonic travel cost, and contingent valuation
approaches to estimate the value of recreational fishing in the Swan River drainage compared with other
sites in Montana. The data was obtained from on-site interviews and a creel census administered to users
at sites along the Swan River, Swan Lake, and their tributaries. (6 comparison ratios)

Boijo (1985) undertook a study for Sweden’s Environmental Protection Agency to estimate the
benefits of protecting an area (called a Nature Reserve) from forest harvesting' in the Vaalaa Valley in

Northern Sweden. Bojo interviewed Vaalaa Valley visitors to gather information to estimate an average
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wiﬂingness to pay per visitor using both a travel cost and a contingent valuation model. (I comparison
ratio)

Devlin (1985) estimated the benefits from firewood collection in Northern Colorado National
forests in his Ph.D. dissertation. A mail survey was used to collect the data. The author presented a travel
cost estimate derived from an individual-observation model and two contingent valuation estimates, one
based on willingness to pay and the other bésed on willingness to drive. (2 comparison ratios)

Donnelly, Loomis, Sorg and Nelson (1985) conducted a study in 1982 that estimated the average
net willingness to pay for steelhead fishing trips in Idaho using both travel cost and contingent valuation
methodologies. The data was obtained from a random sample of anglers purchasing Idaho steelhead fishing
tags. The authors present per trip estimates derived from a multiple-site travel cost model and a contingent
valuation model. (I comparison ratio)

Michaelson and Smathers (1985) conducted a study to value camping and other outdoor recreation

activities in the Sawtooth National Recreation Area using the travel cost and contingent valuation
methodologies. The study data was obtained from on-site interviews of tourists and local users. The
authors present a travel cost estimate and, using different payment vehicles, three contingent valuation
estimates. (3 comparison ratios)

O’Neil (1985) estimated consumer surplus for recreation associated with two sites in Maine, the
West Branch of the Penobscot River ahd an area of the Saco River. A contingent valuation and single-site
travel cost analysis were conducted using information gathered from in-person interviews of site visitors
conducted during the summer of 1984. Under different assumptions regarding functional form, the authors
present travel cost c_:stimates for each site and, using two different elicitation methods, contingent valuation

estimates for each site. (16 comparison ratios)

Sellar, Stoll and Chavas (1985) used a regional travel cost model and two different contingent
valuation elicitation approaches to estimate the value of recreational boating on four lakes in East Texas.
The study data was collected using a questionnaire mailed to a sample of registered pleasure-boat owners

in a 23-county area of East Texas. The authors present travel cost estimates for each of the four lakes, three
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contingent valuation estimates for three of the four lakes, and one contingent valuation estimate for the
fourth lake. Net willingness to pay was calculated by subtracting average boat launch fees from estimates
of gross consumer surplus. This procedure resulted in negative CV willingness to pay estimates in two
instances. To avoid numeric complications, we set these CV/RP values equal to the smallest positive
CV/RP ratio in the sample. (10 comparison ratios)

Walsh, Sanders and Loomis (1985) used a multi-site travel cost model and a contingent valuation
model to value visits to a group of eleven rivers recommended for protection under the Wild and Scenic
Rivers Act and to a second group of rivers. The data was obtained from a mail survey administered to a
random sample of Colorado residents in 1983. (4 comparison ratios)

Wegge, Hanemann and Strand (1985) valued marine recreational fishing in Southern California
using the contingent valuation methodology and multiple-site travel cost analysis. Their data was obtained
from a 1984 mail survey of anglers. Separate estimates were derived for several modes of fishing: shore
fishing, party/charter boat fishing, rental boat fishing and private boat fishing. The authors present both
travel cost and contingent valuation estimates under different assumptions regarding functional form. 42
comparison ratios)

Loomis, Sorg and Donnelly (1986) estimated per-trip consumer surplus for cold-water fishing in
Idaho. The authors used a multiple-site travel cost model and the contingent valuation method in estimation.
The data was gathered in 1983 from a survey of anglers that elicited information about the anglers’ fishing
activity in 1982, Fifty-one sites were included in the study area. Travel cost estimates are provided using
the full fifty-one sight model, a three site model, and a one-site model. A per-trip contingent valuation
estimate is also provided. (6 comparison ratios)

Milon (1986) valued the construction of an artificial réef in Southem Florida. He estimated several
different multi-site travel cost models that differed in the functional form used and the assumptions made
about possible site-substitution. Using three subsamples with different elicitation methods, he obtained

comparable contingent valuation data from a large mail survey. (15 comparisons).
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Mitchell and Carson (1986) valued water pollution control using the contingent valuation

methodology. The data was obtained from a large, national, in-person survey administered in 1983. The
authors provide a comparison of their contingent valuation estimate with a travel cost estimate from
Vaughan and Russell (1982). (I comparison ratio)

Sorg and Nelson (1986) conducted a study to value elk hunting in Idaho using both travel cost and
contingent valuation methodologies. A telephone survey was administered to resident and nonresident elk
hunters holding a general elk hunting license in January and February of 1983 and 1984 to gather data on
the .1982 and 1983 elk hunting scasons. Using standard and reported costs per mile, the authors present two
trével cost estimates and two contingent valuation estimates. (4 comparison ratios)

Farber and Costanza (1987) conducted a study to estimate the social value of the Terrebonne Parish
wetland system in South Louisiana. The social value of the wetland system was divided into three primary
components: commercial fishing and trapping, recreation, and storm wind damagé protection. The value
of the wetlands area for one of these three components of value, recreation, was estimated using both travel
cost and contingent valuation methodologies. The study data was obtained from a mail survey of
Terrebonne wetland users that was administered July, 1984 through July, 1985. Under various assumptions
regarding the value of travel time, three different travel cost estimates are compared to the contingent
valuation estimate. (3 comparison ratios)

Hanley and Common (1987) used a zonal travel cost model and a contingent valuation model to
estiﬂ_nate the recreational benefits derived by visitors to a part of the Queen Elizabeth Forest Park in Central
Scotland. (I comparison ratio)

Young et al. (1987) estimated the consumer surplus from small game hunting in Idaho. The
authors provide an estimate for all upland game species and a separate estimate for pheasant hunting.
Travel cost and wi]lingﬁcss to pay information was gathered from a mail survey followed by a telephone
survey of residents and nonresident licensed hunters. Travel cost estimates are reported using two different
assumptions about the cost per mile. The authors provide four multiple-site travel cost model estimates and

two contingent valuation estimates. (4 comparison ratios)
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Adamowicz (1988) valued consumer surplus per day for hunting big horn sheep in six Alberta,
Canada hunting zones. Twelve travel cost estimates and one contingent valuation estimate is provided for
each hunting zone. The travel cost estimates are based on four different functional forms combined with
three different time values. (72 comparison ratios)

Duffield and Allen (1988) used travel cost and contingent valuétion methodologies to compare site-

specific per-trip values for trout fishing on seventeen Montana rivers. The travel cost estimates are based
on a 1985 survey while the contingent valuation estimates are based on the 1986 Angler Preference Survey
administered by the Montana Department of Fish, Wildlife and Parks. The authors present site-specific
estimates for each river derived from a multiple-site travel cost model and a contingent valuation model.
(17 comparison ratios)

Navrud (1988, 1990, 1991a, 1991b) conducted four studies that all had a similar focus —
estimating the recreational value per angling day using both travel cost and contingent valuation
methodologies. Navrud’s 1988 study valued freshwater fishing for salmon and sea trout at Norway’s River
Vikedalselv; the 1990 study valued, salmon and sea trout on the River Audna; and the 1991a study valued,
brown trout at Lake Lauvann and Gjerstadskog Lakes (separate estimates are provided for each lake).
Navrud’s 1991b study valued saltwater fishing for salmon and sea trout at a sea area near River Audna.
4, 4, 8, 4 comparison ratios)

Ralston (1988) valued annual recreation benefits at Reelfoot Lake in Tennessee using the contingent
valuation and travel cost methodologies. The data for both analyses was obtained in a mail-survey sent to
lake visitors. A single-site, zonal travel cost model, with an internally generated value of time, provided
one estimate. The contingent valuation estimate was based on an open-ended question for an annual pass
to the lake. (I comparison ratio)

Brown and Henry (1989) looked at the viewing of elephants on a wildlife safari tours in Kenya.

They estimate both the contingent valuation a single-site travel cost model using several different
assumptions. The CV data and some travel cost data was obtained from an on-site survey of tour

participants. Most participants were from the United State or Europe. (8 comparison ratios)
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Bockstael, McConnell, and Strand (1989) used the contingent valuation method and two variants

of the travel cost method to estimate an improvement in the water quality of the Chesapeake Bay from
current levels to an improved condition, one which the respondent considers acceptable for swimming. The
data was obtained from a random sample of residents in the Baltimore-Washington SMSA. (2 comparison
ratios)

Hanley (1989) conducted a study to value recreation benefits derived by visitors to a part of the
Queen Elizabeth Forest park in Central Scotand using both travel cost and contingent valuation
methodologies. The data was obtained in the summer of 1987 from in-person interviews and self-
administered questionnaires of park visitors. Four travel cost estimates, based on different functional forms,
~ are provided along with two contingent valuation estimates, one obtained from a close-ended format and
another from an open-ended format. (8 comparison ratios)

Harley and Hanley (1989) conducted a study to value visits at the Loch Garten bird reserve in the
Scottish Highlands using a semi-log travel cost model and a contingent valuation model. The data was
obtained from on-site interviews of visitors to the reserve. (I comparison ratio)

Huppert (1989) used travel cost and contingent valuation approaches to estimate the economic valué
associated with recreational fishing for chinook salmon and striped bass in Central California. The data
used in the study was obtained from the Bay Area Sportfish Economic Survey which was carried out during
1985-86. Willingness to pay values were estimated using both the full sample and a subsample where
respondents not catching any fish were dropped. (¢ comparison ratios)

Johnson (1989) valued recreational fishing at two Colorado locations, Blue Mesa Reservoir and
the Poudre River, using the travel cost and contingent valuation methodologies. Data for both analyses was
obtained from a survey of visitors. For each location, two pairs of contingent valuation/travel cost estimates
are provided. One pair is based on the maximum willingness to pay rather than forgo the recreational
experience and the other is based on a change in catch. (4 comparison ratios)

Walsh, Ward and Olienjk (1989) valued the effect of tree density on recreational demand for six

recreational sites in Colorado. In the summer of 1980, in-person interviews were conducted to gather travel
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cost and contingent valuation data from site visitors. Contingent valuation estimates were derived using the
full sample and a multiple-site travel cost model was estimated using a subsample of respondents. (8
comparison ratios)

White (1989) valued recreation at Belmar Beach in New Jersey using the contingent valuation and
travel cost approaches. Data for both analyses was taken from a 1985 U.S. Army Corp of Engineers on-site
survey of beach users. Two different single-site ravel cost estimates are provided as well as three different
CV estimates for fom" different sub-samples: season pass holders, day pass holders, season pass holders with
summer residents excluded, and day pass holders with summer residents excluded. (24 comparison ratios)

Duffield and Neher (1990) estimated the consumer surplus associated with deer hunting in Montana

using the contingent valuation method. The data used in their study was collected in a 1988 survey of
hunters. The authors offer a comparison of their contingent valuation estimate with a travel cost estimate
obtained from a companion study by Brooks (1988). (I comparison ratio)

Richards, King, Daniel and Brown (1990) used travel cost and contingent valuation methodologies

to estimate recreational consumer surplus for national forest campgrounds in northern Arizona. The data
for the contingent valuation analysis was obtained from an on-site survey of recreationists at several national
forest campgrounds in northern Arizona during the summer of 1985. The data for the travel cost analysis
was compiled from fee envelopes collected by the U.S. Forest Service in 1985. The authors compare
contingent valuation estimates with estimates derived from a multiple-site travel cost model for 10
campgrounds. (10 comparison ratios)

Walsh, Sanders and McKean (1990) used both travel cost and contingent valuation approaches to

estimate a demand function for the recreation activity of pleasure driving/sightseeing by car along sections
of eleven rivers in the Colorado Rocky Mountains. The data was obtained from a 1983 mail survey of
Colorado’s resident population. For per day consumer surplus, the authors present one travel cost and two
contingent valuation estimates; for total trips, the authors present one travel cost and one contingent

valuation estimate. (3 comparison ratios)
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Willis and Garrod (1990) valued open-access recreation on inland waterways in the United

Kingdom. Using data gathered from in-person interviews with canal users, the authors estimated
recreational consumer surplus using the contingent valuation method and a multi-site travel cost model. A
range of estimates is provided under different assumptions regarding functional form. (2 comparison ratios)

Loomis, Creel and Park (1991) valued deer hunting in California using the contingent valuation
and travel cost methodologies. The data was obtained from a mail survey of California residents and
nonresidents who had purchased a deer hunting license for the 1987 season. Under different assumptions
regarding functional form, the authors present two travel cost estimates and compare those to a contingent
valuation estimate. (2 comparison ratios)

Rolfsen (1991), estimated the recreational value per angling day for salmon and sea trout in
Norway'’s freshwater Gaula River using the travel cost and contingent valuation methodologies. The author
providesv on contingent valuation estimate and a range spanned by travel cost estimates. We used the high
and low estimates from this range. (2 comparison ratios)

Sievinen, Pouta and Ovaskainen (1991) valued recreation at a regional recreational area near

Helsinki using a single-site travel cost model and two variants of the contingent valuation approach. The
study data was obtained from on-site interviews of visitors to the recreational area. Willingness to pay and
willingness to travel additional distances responses were elicited. (5 comparison ratios)

Duffield (1992) used data collected in an earlier study (Jones and Stokes, 1987) of sportfishing in
Southcentral Alaska to estimate consumer surplus for sportfishing. The author estimated per trip consumer
surplus using the contingent valuation method. Three contingent valuation gstimates are provided: the
estimated mean, an estimated truncated mean, and the estimated median. Also given is a multi-site travel
cost mean estimate from Jones and Stokes (1987). Because a median travel cost estimate is not provided,
we use only the estimated mean and estimated truncated mean for comparison with the travel cost estimate,
(2 comparison ratios)

Mungatana and Navrud (1993) conducted a study to estimate the recreational value of wildlife

viewing in Lake Nakuru National Park in Kenya using multi-site travel cost and contingent valuation
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approaches. The data was obtained from on-site interviews of park visitors in 1991. The authors present
travel cost and contingent valuation estimates under different assumptions regarding functional form.
Separate estimates were derived for flamingo viewing. (6 comparison ratios)

Choe, Whittington, and Lauria (1994) valued recreational benefits at an urban beach, which had
been closed due to pollution, near Davao, Philippines using the contingent valuation and travel cost
approaches. The data for both analyses was collected in an in-person survey in late 1992. One travel cost
estimate is presented as well as four different CV estimates based on different forms of the valuation

function. (4 comparison ratios)

32 Comparisons of Contingent Valuation with Hedonic Pricing

Darling (1973) valued amenities at three urban lakes in California using the hedonic pricing and
contingent valuation approaches. The CV data was obtained from interviews of residents living in the areas
surrounding the water parks. The hedonic price data was obtained from sales information and tax
assessment rec_:ords. For each of the three lakes, the author presented one hedonic price estimate and two
CV estimates for the comparable categories. The CV estimates are derived using two different functional
forms. (6 comparison ratios)

Loehman, Boldt and Chaikin (1981) valued changes in air quality in Los Angeles and the San

Francisco Bay using contingent valuation and several different hedonic pricing approaches. The contingent
valuation data was obtained from in-person interviews administered in areas with various air quality and
socioeconomic characteristics for the two metropolitan areas in 1980. The authors provide one contingent
valuation estimate for each metropolitan area; under different assumptions regarding functional form and
pollution variables, they provide three hedonic price estimates for the Bay area and four hedonic price
estimates for Los Angeles. (7 comparison ratios)

Brookshire, Thayer, Schulze and d’Arge (1982) used contingent valuation and hedonic pricing

approaches to value improvements in air quality in Los Angeles. Property value information was gathered
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from a sample of single-family home sales that took place in late 1977 and early 1978. The contingent
valuation data was obtained from in-person surveys administered in early 1978. (11 comparison ratios)
Gegax (1984) valued changes in risk using the contingent valuation and hedonic price methods.
The data was obtained from a large, national mail-survey. The hedonic price estimate was obtained from
the regression of log wages on respondent and occupational characteristics including several job-related risk
variables. The contingent valuation estimate was obtained by using a payment card elicitation approach for

a specified risk change. Gegax, Gerking and Schulze (1985) examined how much workers were willing to

pay for job-related risk reduction using both hedonic pricing and contingent valuation methodologies. The
authors used the same data as Gegax (1984) which was obtained from a national mail-survey during the
sumnmer of 1984. The authors present a range of value of life estimates from their contingent valuation
results and a point estimate from their wage-risk analysis. (1,2 comparison ratios)

Blomquist (1984) explored the comparability of implicit market values by using a hedonic pricing
mechanism and contingent market values to estimate two-view related amenities. Residents of ten high-rise
buildings along the Lake Michigan shoreline in Chicago were interviewed in 1981 to obtain estimates for
the value of both the lake view and high-rise view of a dwelling unit. Blomquist (1988) used a subset of
this data to presented additional hedonic pricing and contingent valuation estimates. (14, 4 comparison
ratios)

Brookshire, Thayer, Tschirhart and Schulze (1985) used contingent valuation and a hedonic pricing

approach to study the value of an equivalent house inside and outside Los Angeles County’s earthquake
special study zones. The contingent valuation data was obtained from a survey of homeowners inside the
special study zones that asked respondents about their willingness to pay for a potential transfer of home
ownership from inside to outside the zone. The hedonic pricing data was based on a comparison completed
before the passage of the Alquist-Prilo Act that designated the special study zones. (I comparison ratio)

Pommerehne (1988) conducted a study to estimate willingness to pay for changes in road and

aircraft noise using hedonic pricing and contingent valuation models. The data was obtained from in-person
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interviews administered to residents of Basle, Switzerland. The authors present estimates for changes in
both road and aircraft noise. (2 comparison ratios)

d’ Arge and Shogren (1989) conducted a study to value water quality in the Okoboji Lakes region
of Iowa using CV and two variants of the hedonic pricing approach. The authors’ contingent valuation
stu(iy used data collected from a sample of area houscholds in the summer and fall of 1984. One of the
two hedonic price estimates is based on a standard hedonic price model and the other is based on a model
derived from a survey of real estate professionals. (3 comparison ratios)

Randall and Kriesel (1990) valued 25 percent reductions in both air and water pollution in the

United States. They used a discrete choice CV survey and a large multi-market hedonic pricing analysis.
The authors present one CV estimate from a valuation function that pooled all data and included the survey

mode as one of the explanatory variables. (I comparison ratio)

33 Comparisons of Contingent Valuation with Averting Behavior/Household Production

Hill (1988) estimated the benefits of reducing the risk of breast cancer mortality in his PH.D.
dissertation using contingent valuation and revealed preference methods. The survey data was obtained from
a sémple of women drawn from the Cancer Prevention Clinic, University of Wisconsin, Madison. The
author presented revealed preference estimates of willingness to pay for an annual physical examination
using two alternate model specifications and three risk groups and two contingent valuation estimates for
comparable risk reductions. (12 comparison ratios) |

Shechter, Kim and Golan (1989) valued the reduction of air pollution in the Haifa area of Northern

Israel. Using information obtained from a 1986-1987 household survey, the authors estimated consumer
surplus for the specified reductions using the contingent valuation method and an estimated demand system
for health and housing services that are tied to air quality levels. Shechter (1991), using this dataset, breaks
out contingent valuation estimates by three different elicitation methods and provides estimates from two
variants of the household production approach, a health production and a consumer preference approach.

Shechter and Kim (1991), again using the same data, present the same contingent valuation estimates as in
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Shechter, Kim and Golan (1989) but now combined with some of the RP estimates from Shechter (1991).
(9, 2, 2 comparison ratios)

John, Walsh, and Moore (1992) valued a Jefferson County, Texas mosquito abatement program

using the contingent valuation method and an expenditure function approach. The data for both analyses
was collected in a 1983 mail survey of Jefferson County residents. Benefits per household are provided

using the two approaches. (I comparison ratio)

34 Comparisons of Contingent Valuation with Actual/Simulated Markets

Bohm (1972) estimated the willingness to pay for the provision of a public television program in
Sweden. Five groups were asked their willingness to pay with an explicit payment schedule provided to
the respondents. Two other groups were asked to state their willingness to pay with no actual payment
required. The study was conducted in November of 1969. (I0 comparison ratios)

Kealy, Doridio, and Rockel (1987) conducted a study to estimate contingent values for preventing

additional damages from acid rain to the Adirondack region’s aquatic system. The authors’ sample of
undcrgmduat;s was divided into two treatments. In the first treatment, respondents were asked to make
actual payments, and in the second, respondents were asked for their willingness to pay. The two treatments
were administered in two sessions held two weéks apart. Actual estimates and CV scenario estimates were
presented for each of the two sessions. (2 comparison ratios)

Hoehn and Fishelson (1988) valued consumer surplus associated with different visibility levels at

the Hancock Tower Observatory in Chicago. Using actual attendance and visibility data, the authors used
a conventional demand model and two quality adjusted demand models to value per trip consumer surplus
for one particular visibility level. A contingent valuation survey was administered to Hancock Tower

visitors to estimate consumer surplus for the same visibility improvement. Hoehn (1990) uses the same

basic dataset and provides additional conventional demand model estimates and a well as a contingent

valuation estimate for a different visibility level. (3,3 comparison ratios)
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Sinden (1988) conducted four experiments concemning soil and forest conservation in Australia
using the contingent valuation method and compared the results with actual contributions. The experimehts
were designed to test for potential information effects and hypothetical bias. Hypothetical willingness to
pay for soil conservation and hypothetical willingness to pay for forest conservation were elicited. At the
end of some of the experiments, respondents were given the opportunity to voluntarily donate into a fund
marked for soil or forest conservation, thereby generating actual comparisons. (I7 comparison ratios)

Boyce et al. (1989) conducted a study which is best known for its actual WTA and WTP
experiments with Norfolk pine trees. However, one contingent valuation field study was conducted that
elicited a respondent’s willingness to pay for Norfolk pines under the condition that if the pine tree was not
bought it would be killed. The authors compare this estimate to an estimate derived from a created market
in which actual payments were required. (I comparison ratio)

| Bishop and Heberlein (1990) report on a 1983 and 1984 simulated-market, contingent-valuation
field experiment in which respondents were able to purchase Wisconsin Sandhill Deer permits. The two
1983 experiments used an auction mechanism and the 1984 experiment used a discrete choice take-it-or-
leave-it mechanism. The sample of individuals in each of the experiments were drawn from individuals
who had expressed an interest in obtaining a permit and then randomly split into two subsamples. In the
1984 experiment one subsample was offered the opportunity to actually purcﬁase a permit at a stated price
while the other was asked, hypothetically, if they would purchase a permit at the stated price. (3
comparison ratio)

Duffield and Patterson (1991) conducted a field experiment in which one subsample of respondents

of fishermen were asked for actual payment to help purchase water rights for Big and Swamp Creeks in
Montana. Two other subsamples, which had different sponsors (i.e., the University of Montana and the
Moﬁtana Nature Conservancy), were asked about their willingness to pay, but no actual contribution was
elicited. Comparisons were made for residents and nonresidents on a per contribution and per respondent

basis. (8 comparison ratios)
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Essenberg (1991) valued two different types of water systems in several different Philippine
villages using the contingent valuation method. The contingent valuation data was obtained using in-person
interviews that provided an iterative-bidding game elicitation format to respondents. One of the villages
used in the contingent valuation survey was matched by characteristics with another village which had
recently installed one of the described water systems. The author offers a coniparison between the CV

estimate and the actual payments made in the control village. (I comparison ratio)

4. SUMMARIZING THE CV/RP RATIOS
Table 1 summarizes the CV/RP ratios treating the dataset in three different ways. The full sample
uses each individual CV/RP ratio as an observation. The wrimmed sample uses the remaining data after
trimming off the smallest 5% and largest 5% of the CV/RP ratios. The weighted sample uses the mean
CV/RP ratio from each study as that study’s observation.” This weighting scheme prevents studies with
multiple comparisons from having a disproportionate influence relative to studies reporting only one or a
small number of comparisons. For each of the three reatments, we have provided the mean, the standard
error of the mean, the maximum and minimum observations, the median (the 50th percentile), a wide range
of other percentiles of the sample distribution, and finally, the sample size.
For the complete sample the estimate of the mean CV/RP ratio is 0.876 with a 95% confidence
interval [0.800-0.952] and a median ratio of 0.739. For the trimmed sample, the estimate of the mean

CV/RP ratio is 0.770 with a 95% confidence interval [0.729-0.811] and a median of 0.741% For the

"The differences between the estimates from this treatment of the data and the complete and trimmed samples are due largely
to the weighting (using the mean of each study’s ratios) which reduces the influence of studies that provide multiple estimates.
Adamowicz (1988) accounts for 72 comparisons; Desvousges, Smith and McGivney (1983) combined with estimates from Smith,
Desvousges, and Fisher (1986) account for 48 comparisons (both use the same data); Wegge, Hanemann, and Strand (1985) account
for 42 comparisons; White (1989) accounts for 24 comparisons; as well as eleven other studies that provide between 10 and 17
comparisons. Because we are considering ratios which are bounded below by zero and unbounded above, averaging is still
understandably sensitive to large ratios within studies.

8Some of the most extreme variation in the CV/RP ratios come from a small number of studies and are subject to several
qualifications: Smith, Desvousges, and Fisher (1986) (5 of the 10 largest ratios and 8 of the 10 smallest ratios) whose purpose was
to pick assumptions which demonstrated how the analyst’s judgement plays a very important role in the development of both CV and
TC estimates; two of the Shechter papers (4 of the largest 10 ratios) used the same RP estimate, which was one-tenth and one-twentieth
the size of the other two RP estimates for the same change, to compare with different CV estimates; Sellar, Stoll, and Chavas (1985)
(2 of 10 smallest ratios) obtained negative net willingness to pay values; and ECO Northwest (1984) where the CV estimate was §
times higher than one of the RP estimates, but one-half the size of the other RP estimate.
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weighted sample the mean CV/RP ratio is 0.917 with a 95% confidence interval [0.813-1.021] and a median
~of 0.939.°

Figure 1 depicts a non-parametric density estimate of the full sample using a simple kernel density
estimator first proposed by Wegman (1972; see also Silverman, 1986 and Statistical Sciences, Inc., 1993)
with a width parameter of (0.5. Almost all of the density falls below a CV/RP value of 2.0 with almost 70%
of the mass to the left of a CV/RP ratio of 1.0. This figure also shows a fairly long, but very shallow, right
tail that would be even longer (to just past 10) if we had not cut it off at 6, which is the first time the
density estimate has a relative frequency of zero. Figure 2 depicts the non-parametric density estimate for
the trimmed sample. Because the maximum CV/RP ratio is slightly greater than 2.5, one can sce that
almost all of the density lies to the left, of 1.5 with over 80% to the left of 1.25. Figure 3 depicts the
nonparametric density estimate for the weighted sample. This figure shows a very pronounced peak at
about 1.0, with over half the density to the left and a thicker, but much shorter, right tail than Figure 1.

The analysis provided is not invariant to whether the CV estimate is chosen as the numerator of
the ratio (as above) or as the denominator. One could instead have looked at me ratio of the RP to CV
estimates. Here, for the complete dataset, one gets a mean value of 6.164 with a 95% confidence interval
of [4.484-7.843] and a median estimate of 1.352. This estimate, which suggests that the RP estimates are

N

on average over six times the CV estimates, is driven by the several large outliers noted earliér. Using the
trimmed dataset, we estimate a smaller but still large mean RP/CV ratio of 2.835 with a 95% confidence
intc;'val [2.502-3.167]. For the weighted sample, the mean RP/CV ratio is 3.499 with a 95% confidence
interval of [1.928-5.070] and a median of 1.335. Thus, looking at the RP/CV ratios suggests that RP
estimates are on average considerably larger than their CV counterparts. Another way to say this is that

if one drew a ratio at random from any of the three datasets summarized in Table 1, there is almost a 70%

%An alternative weighting scheme which is more robust to large outliers and also avoids giving disproportionate influence to
studies with multiple estimates is to use the median ratio from each study (rather than the mean). Doing this resufts in a N=79 dataset
of CV/RP ratios with mean 0.824, a 95% confidence interval [0.727-0.922] and a median of 0.858.
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TABLE 1
CV/RP ESTIMATES FOR THREE SAMPLE TREATMENTS

Percentile Complete Sample Trimmed Sample Weighted Sample
Mean 0.876 0.770 0.917
Standard Error 0.039 0.021 0.053
Maximum 10.269 2.071 2.506
99% 4.864 1.964 2.506
95% 2.071 1.655 1.893
90% 1.573 1.380 1.575
80% 1.204 1.151 1.153
75% 1.128 1.091 1.111
70% 1.048 1.016 ' 1.096
60% 0.913 0.888 0.990
50% 0.739 0.741 0.939
40% 0.599 0.610 0.792
30% 0.456 0.485 0.640
25% 0.360 0.408 0.585
20% 0.239 0.332 0.568
10% 0.090 0.119 0.337
5% 0.042 0.088 0.170
1% 0.009 0.054 0.134
Minimum 0.005 0.043 0.134
N 541 486 79
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chance of getting a CV/RP ratio less than 1.0, and there are some very small CV/RP ratios in the dataset
which in turn imply very large RP/CV ratios.

We regressed the CV/RP ratios from the trimmed dataset on a set of dummy variables representing
the RP technique used with the single site travel cost models (TC1) as the omitted category. These results
are shown in Table 2 with the t-statistics reported based on the White (1980) heteroskedasticity-consistent
covariance matrix. They suggest the CV estimates run about 20% lower than the TC1 counterparts, about
30% lower than their TC2 counterparts, a little less than 40% lower than their HP counterparts, about 20%
lower than their AVERT counterparts, and are, on average, indistinguishable from their ACTUAL
counterparts. We also regressed the CV/RP ratios from the trimmed dataset on a set of dummy variables
for the broad class of goods valued. These results are shown in Table 3 with the t-statistics similarly
calculated. They suggest that the HEALTH goods may have CV/RP ratios closer to 1.0 relative to the other
two categories of goods, although this conclusion should be tempered by the smaller number of CV/RP

estimates in the HEALTH category'’.

An obyious next step is a more detailed analysis of this data using additional variables which show
the specific details of the contingent valuation implementation, and a finer partitioning of the RP techniques
and indicators of reliability such bas sample size and standard errors. However, our efforts to conduct this
analysis have been greatly hindered by the curse suffered by other meta-analyses of non-market data (e.g.,
Smith and Karou, 1990): incomplete reporting of the necessary details. With rapidly declining sample sizes
due to missing data and a large set of dummy variables, we found we were essentially _identifying individual
studies with particularly large or small CV/RP ratios. However, some general observations may be
warranted. Many of these are along the lines of the meta-analyses of contingent valuation, travel cost
analysis, and hedonic pricing which bave been performed previously (Smith and Karou, 1990; Walsh,

McKean, and Johnson, 1992; Smith and Huang, 1993; Smith and Osborne, 1994). The single-site travel

1°Results based on the full data set are quite similar in both relative and absolute magnitude for the various RP techniques with
the exception of TC1, represented by the intercept term, which is 0.9719, and AVERT which has a significant positive coefficient.
Neither the HEALTH nor ENVAM dummies are significant in the regression equation using the complete dataset.
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TABLE 2
REGRESSION OF CV/RP on RP TECHNIQUE USED

Parameter Estimate t-Statistic

vIntercept 0.8030 24.38

TC2 -0.1206 -2.38

HP -0.1876 -2.84

AVERT 0.0064 0.09

ACTUAL 0.2332 3.73

N=486 R?=.06

TABLE 3
REGRESSION OF CV/RP on TYPE OF GOOD VALUED

Parameter ‘ Estimate t-Statistic

Intercept | 0.7629 30.01

ENVAM 0.0003 0.01
- HEALTH 0.2223 | 197

N=486 R’=01

cost models produce higher CV/RP ratios on average than do the multiple-site models. This is largely
because many of the TC1 models do not include any value of travel time while most TC2 models make
some allowance for travel time cost. The TC2 models also tend to be more elaborate with some visitors
coming from long distances to one or more of the sites examined. Estimates from the TC2 are often

presented using different functional forms, some of which produce quite large RP numbers. Hedonic pricing

169



and averting/household production models are quite sensitive to the particular functional form and attributes
used, and can generate a wide range of RP estimates from the same dataset. The CV estimates vary with
the treatment of outliers and protest responses, the functional form used with discrete choice CV data, and
the payment mechanism used. CV estimates are undoubtedly sensitive to how well the good is described
and whether the respondents believe the good can be provided (Mitchell and Carson, 1989). RP estimates
are undoubtedly sensitive to the researcher’s assumptions about a good’s input costs (Randall, 1994) and

characteristics (Freeman, 1993)."

5. CORRELATION BETWEEN CV AND RP ESTIMATES

The average CV/RP ratio does not directly address whether CV and RP estimates tend to move
together.!” The convergent validity of the two measurement techniques is closely tied to the presence of
a significant correlation between the estimates derived using the different techniques, although one can argue
about how large such a correlation needs to be. For the complete sample, the correlation coefficient is 0.40.
For the rimmed sample, the correlation coefficient is higher, 0.60, as would be expected since we have
trimmed out the small number of highly divergent CV/RP estimates. For the weighted data set, the
correlation coefficient is even larger, 0.68, which also makes sense since this sample is obtained by
averaging multiple CV/RP ratios which often fall on both sides of one. In all three instances, the correlation

coefficient is significantly different (p < 0.001) from zero.

For instance, recreationists” costs of travel may differ greatly from the researcher’s assigned costs or lake users may be unaware
of an invisible toxin known to the researcher. In both cases, there is a divergence between the researchers’s assumptions and the
consumer’s perceptions.

12 i possible to have an average CV/RP ratio of 0.5 or 2.0 and have the correlation between the two estimates be 1.0. Although
it is unlikely with a large sample size, it is also possible to have an average CV/RP ratio of 1.0 and a correlation coefficient of zero.
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6. OTHER COMPARISON APPROACHES

Comparing willingness to pay estimates from contingent valuation to estimates from revealed
preference methodologies is certainly the most popular way of comparing the two approaches, but it is not
the only one. One simple approach is to compare estimates of the fraction of a particular population who
say that they will undertake a given activity with the fraction who actually undertake the activity. For
example, Carson, Hanemann, and Mitchell (1987) look at the comrespondence between the estimate of the
percent who say in a survey that they will vote for a water quality bond issue (70-75%) and the percent
actqally voting in favor of it (73%). Kealy, Montgomery and Dovidio (1990) find that 72% of those who
said they would donate money to the New York Department of Environmental Conservation to reduce acid
rain in the Adirondacks actually did so several weeks later. This percentage increased to 92% in a
subsample in which they strongly stressed the future payment obligation.”* In contrast, Seip and Strand
(1991), using members of a Norwegian environmental group as interviewers, find that only 10% of
respondents who indicate they would be willing to pay a specified membership fee for the group actually
did so when solicited a month later. Navrud (1992) conducted a similar exercise, but this time sampling
people who had sent in a reply coupon from a full page World Wildlife Federation (WWF) newspaper ad
in Norway "contributing their vote as a WWF friend." While Navrud’s study showed several times the
percentage joining the environmental group as Seip and Strand’s study, what Navrud emphasizes is the
difficulty of drawing a close correspondence between a vague initial request which potentially confuses
support for the environmental group’s public goais with the actual private good purchase of membership
in tl.le group.

Analysts are also often interested in other economic quantities such as elasticities. For example,
Cummings er al. (1986) estimate the elasticity of substitutioﬁ between wages and municipal infrastructures
in western boomtowns to be -0.35 using a hedonic wage equation estimated on data from 29 towns and -

0.037 to -0.042 using CV surveys done in three boomtowns. Thomas and Styme (1988) used a contingent

"*The number of subjects who declined to donate after earlier saying they would was only slightly larger than the number of
subjects who said they would not donate but who actually did so.

171



valﬁation study in Perth, Australia to estimate the residential water demand price elasticity since there had
been little prior variation in water rates, They estimated the price elasticity to be -0.20, whereas
econometric models estimated after changes in the water rates put the price elasticity in the range of -0.10
to -0.43. In the public finance literature, income and tax price elasticities for a particular good estimated
from survey choice data have compared favorably to those estimated from aggregate voting data and
governmental provision decisions (Bergstrom, Rubinfeld, and Shapiro, 1982; Gramlich and Rubinfeld, 1982).

A different approach is to compare the utility of different choices from stated preference (SP) and
RP models using the suggestions of Louviere and Timmermans (1990) for recreational modeling.”* In
some instances, it may also be possible to compare parameters estimated from different models (Hensher
et al. 1989). Hensher uses this approach to show the similarity of the value of travel time estimates from
the two types of models in the transportation literature. With adequate and similar information on the
variables underlying the choice process, one can directly test for the statistical equivalence of the estimated
contingent valuation and revealed preference choice models. Mu (1988) shows this for the choice problem
of where to obtain household water in Brazil.'””> A less structured approach that is based on the non-
parametric consumer preference framework of Varian (1983) has been applied to contingent valuation and
travel cost data for big homn sheep hunting in Canada by Adamowicz and Graham-Tomasi (1991) to
examine the consistency of the data underlying each of the two approaches with the basic theoretical
restrictions on consumer demand. They show that most of their data from both approaches is consistent

with the basic set of theoretical restrictions, with the contingent valuation data showing fewer violations.

Mtilities from choice models estimated from RP and SP data cannot be directly compared unless one takes account of the
possibility of different latent scale parameters underlying the choice models (Morikawa, 1989). A number of comparisons in the
literature which were previously thought to be divergent have been shown to be consistent once differences in scale (which is related
to reliability) are taken into account.

131t is difficult to test whether the CV and RP data were generated by the same utility function without making strong structural

assumptions about the choice process. It is particularly difficult unless one has obtained they key variables underlying that process
for both the RP and CV samples. See Larson (1990) for an application and discussion of problems with this approach.
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If one is prepared to say that neither CV nor RP data is inherently superior to the other, an obvious
thing to do is combine them in some fashion. This approach has seen several recent applications in the
marketing and transportation literatures (Ben-Akiva and Morikawa, 1990; Hensher and Bradley, 1993; Swait
and- Louviere, 1993), and has seen some initial applications (Adamowicz, Louviere, and Williams,
forthcoming; Cameron, 1992; Hanemann, Chapman and Kanninen, 1993) in the recreational demand
literature. Cameron (1992) has proposed an interesting scheme for looking at the results of differentially

weighting the two sources of information in terms of consumer surplus estimates.

7. CONCLUDING REMARKS

Qur examination of over 79 studies containing 541 CV/RP comparisons for quasi-public goods
finds that CV estimates are smaller, but not grossly smaller, than their RP counterparts. For the complete
dataset, 1.0 is just outside the upper-end of the 95% confidence interval [0.80-0.95] for the mean CV/RP
ratio (0.88).'° For the trimmed dataset, one can reject the hypothesis that the mean CV/RP ratio (0.77)
is 1.0 in favor of the alternate hypothesis that it is less than one. For the weighted dataset, the mean CV/RP
ratio (.92) is not significantly different from 1.0 using a 5% two-sided t-test. The median CV/RP ranos
range between 0.74 and 0.94 depending upon the treatment of the sample. Most of the density lies in the
range of CV/RP ratios of 0.25 to 1.25, The correlation coefficient between the CV and RP estimates varies
between 40 and .68, depending on the sample considered, and is always significant at p > .001, thus
providing some support for the convergent validity of the two basic approaches to non-market valuation of
quasi-public goods.

Should these results be taken to imply that, CV estimates on average are equal to or slightly less
than their RP counterparts? Our preliminary results suggest so. However, some CV estimates clearly

exceed their revealed preference counter-parts, and therefore one cannot conclude that CV estimates are

16By carefully selecting a smaller number of studies, one could argue either that the CV/RP ratio was almost always 1.0 or that
it was almost always substantially larger or smaller than 1.0. While one may want to choose a subset of the studies considered here
on the basis of the quality of the study or to choose a restricted subset of the CV/RP comparisons from a particular study, it is
important to carefully justify such choices.
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always smaller than revealed preference estimates. Nonetheless, based on the available CV/RP comparisons,
discounting CV estimates by a factor of two or more, as some have proposed, appears to be unwarranted
given that CV/RP ratios of greater than 2.0 comprise only 5% of our complete sample and only 3% of our
weighted sample. Indeed, applying a discount factor of 2.0 or greater to the CV estimates used in our
analysis would result in "adjusted” CV estimates that, in almost all cases, diverge from the estimates

obtained from observable behavior, rather than converge.
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SOME EVIDENCE CONCERNING THE VALIDITY OF CONTINGENT VALUATION:
PRELIMINARY RESULTS OF AN EXPERIMENT
INTRODUCTION -
The validity of the contingent valuation (CV) method to measure nonuse values is currently
being debated. This research was undertaken in an effort to provide some evidence about whether CV
can accurately measure the values citizens hold for an environmental amenity that has significant nonuse
values. To explore this issue, we first define what is meant by "validity." Then we proceed to describe
our research procedures. Finally, we assess whether there is evidence of CV providing a valid measure

of the total value of a good with an large associated nonuse component.

VALIDITY

The American Psychological Association defines three kinds of validity - content, construct and
criterion. A measure has content validity if it adequately covers the substance the measure is intended
to cover. Content validity cannot be objectively assessed, rather it "... is a procedure which results in
theoretical validity" (Bohrnstedt 1983, 97). Mitchell and Carson (1989) discuss two forms of construct
validity - convergent and theoretical. Tests of the convergent validity consider the relationship between
the CV measure of a good’s value and alternative measures of a good’s value. Theoretical validity is
assessed by considering the relationship between the CV measure and independent variables which are
thought to be theoretically related to contingent values in predictable ways.

Criterion validity is defined as "the relation of the test to criteria outside the test itself”
(Sundberg 1977, 44). To assess criterion validity, Mitchell and Carson (1989) say it is "necessary to
have in hand a criterion which is unequivocally closer [than the contingent value] to thq theoretical
measure whose validity is being assessed” (Mitchell and Carson 1989, 192). In this study we developed

and administered a survey instrument which we believe has content validit)". The survey data were then
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used to assess both criterion validity and theoretical validity.! Specifically, a simulated market in which
individuals were given the opportunity to actually pay for the good was implemented. This simulated
market serves as the criterion against which the validity of the contingent values are assessed.
Theoretical validity is assessed by considering the relationship between the contingent values and other

measures which were elicited with the survey instrument. The following analysis is preliminary.

THE GOOD

The amenity valued in this experiment was carefully chosen to satisfy three conditions. First,
there had to be a direct relationship between payment and provision. This relationship would help avoid
individuals viewing the payment as a "donation” which may be motivated by reasons other than true
willingness to pay (WTP). Second, the total value of the good needed to have a large nonuse value
component. Previous validity experiments have dealt primarily with use values.”> The National
Oceanic and Atmospheric Administration report stressed the need for further research on the validity of
CV for measuring nonuse values (Federal Register vol. 58, no. 10). Finally, the good had to be capable
of actually being financed by the limited number of participants in this research project. After
investigating several environmental projects, a road removal program in the North Rim of the Grand
Canyoﬂ was selected.

The North Rim is open for visitation for only a few months each year. Although it is only ten
milc_es from the South Rim as the crow flies, traveling between rims requires driving 215 miles by road.
The North Rim is quite remote not only from the South Rim, but also from population centers in
northern Arizona and southern Utah. As a result, very few visitors to Grand Canyon National Park visit

the North Rim.

! We did not have the necessary data to assess the convergent form of construct validity.

2 See Bohm 1972; Bishop and Heberlein 1980; Dickie, Fisher and Gerking 1987; Coursey, Hovis,
and Schulze 1987; Kealy, Montgomery, and Dovidio 1990 for studies which assess the criterion validity
of CV to measure use values.
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Currently there are about 40 miles of compacted dirt roads in the North Rim that are no longer
needed. The Grand Canyon National Park Service would like to remove these roads and designate the
area as "wilderness." Volunteers are available who can remove the roads but no federal funding is
allocated to pay for food and supplies fbr the volunteers. Food and supplies cost about $640 to remove

one mile; each $1 removes eight feet of road.

STUDY PROCEDURES

In this study, the data were collected via mail questionnaires sent to a random sample of
Wisconsin residents.> The mail procedures were fairly standard. First, an advance letter was sent to
let people know that they would receive a questionnaire within a week. Then the survey materials,
which included a cover letter, a question and answer sheet, and the questionnaires, were mailed. Each
mdividual received two questionnaires: Part 1 and Part 2. Part 1 described the road removal program
and contained a dichotomous choice format WTP question. Part 2 contained follow-up questions about
why individuals responded as they did, national park experience, attitude questions, and demographic
questions. A postcard and two follow-up mailings with questionnaires were sent to individuals who did
not respond. There were two treatment groups: hypothetical market and simulated market. The two
treatments received parallel survey materials except the cover letter to the simulated market group
mentioned they would have a chance to actually pay for the resource and the Part 1 booklet for the
simulated market group had the following paragraph after the WTP question; "If you decided to pay for
the road removal program, please write a check to the *Grand Canyon National Park Service’ for the
amount you said you are willing to pay and send the check when you return the two questionnaires (Part

1 and Part 2). We will forward all money to the Park Service at Grand Canyon National Park for the

*  We did extensive preliminary design work including three focus groups, three pretests, and a

pilot stdy to develop a survey instrument with content validity. We attempted to create a simulated
market using a referendum. Unfortunately, we could not get the referendum to work. Based on the
results of the pretests, we decided to use an individual dichotomous choice format for the pilot and final
studies.
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road'removal program and they will send you a thank you note to acknowledge they received your

payment." The Part 2 questionnaire was identical for both treatments.

RESPONSE RATES

The response rates were 51% for the hypothetical payment group and 44% for the actual
payment group (see table 1). One reason the response rates were low may be that the topic is not
highly salient to many Wisconsin residents. This is a very small project in a National Park that is far
from Wisconsin. The difference in response rates between the hypothetical and simulated market
treatments is statistically significant. However, the simulated and hypothetical market respondents were
pot significantly different on any of the demographic measures, experience with national parks or
measures of environmentalism. Therefore, we are relatively confident in assuming that the two groups
are representative of the same underlying population and any differences between the WTP of the two

groups can be attributed to factors other than sampling or response rate effects.

IMPORTANT CAVEATS

Before we tum to the data, three caveats are in order. First, our experimental design is
probably not fully incentive compatible. We set out originally to simulate a referendum, but failed to
come up with a workable design. Hence, while our amenity almost certainly has public goods
characteristics, we had to use an individual, voluntary payment mechanism, where participants only
knew how much road would be removed for the dichotomous payment amount they themselves were
asked to consider. However, in our defense, we would point out that it is not as obvious as it might
appear at first glance what effects incentive compatibility ought to have. Our goal was to test how well
CV does in predicting what people would actually pay. Since the CV scenario and the simulated market
were set up in parallel fashion, to argue that our test of criterion validity was flawed, one would have to
argue that the same flawed incentives had different effects in the CV exercise than they had in the

simulated market. It is possible that this was the case, but no evidence exists one way or the other.

191



One might argue to the contrary that if CV works, participants in the CV exercise should have been able
to predict how they would behaved under the posited incentives.

Our second caveat concems the nature of the criterion we use to assess the validity of the
contingent values. The simulated market mquﬁed that participants who wanted io accept the opportunity
to remove the specified number of feet of road at the specified price had to back up their acceptance by
writing a check right away. Those who felt that they would like to accept, had not had much of an
oﬁponunity to anticipate this expenditure. Even if they failed to respond and as a result received the
secc;nd and/or third follow-up surveys, nothing in earlier survey materials informed them that they
would have such later opportunities. Only those who had the means at the time they filled out the
survey could answer "yes" to the offer. By contrast, participants in the CV exercise were simply asked
whether they would be willing to pay the specified amount. With the benefit of hindsight, we should
have asked them whether they would be willing to write a check immediately. We did not. Thus,
though we believe that the simulated market responses should still be interpreted as a criterion for
purposes of validity testing, resulting values are perhaps best imerpreted as a lower bound on true
values.

Finally, while we did everything we could conceive of to try to legitimate the simulated market
in the eyes potential participants, the link between their state university and Grand Canyon National
Park may have remained unclear for some respondents. The effect of this problem, if it existed, would

be w further encourage thinking of the simulated market values as lower bounds on true values.

RESULTS
As mentioned at the beginning of this paper, the purpose of this study was to assess two
aspects of validity: theoretical and criterion. Assessments of theoretical validity for CV often involve

estimating bid equations.* Criterion validity considers the relationship between hypothetical WTP and

4 See Carson et al. 1992, Desvousges et al. 1992, and Boyce et al. 1992 for studies which assess
the theoretical validity of the contingent valuation method.
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actual WTP. The preliminary results of this study indicate hypothetical WTP may overstate actual

WTP. However, hypothetical WTP appears to have theoretical validity.

Assessing Theoretical Validity

The preliminary analysis in this section looks at the relationships between the response to the
WTP question and other variables. The results are based on contingency table analysis (Agresti, 1990).
Logistic regression models were also estimated for each category of variables but the results are not
reported unless they provide interesting information beyond that in the contingency table analysis. Each

statistically tested proposition is stated as a hypothesis.

Hypothesis 1: There is an inverse relationship between the offer amount and responding
positively to the WTP question.

Economic theory suggests an inverse relationship between the offer amount and the probability
of saying "yes" to the WTP question.” In other words, as the offer amount increases fewer individuals
should be willing to pay. Table 2 shows the percentage of respondents saying "yes" at each offer
amount generally declines as the offer amount increases. The exception to this trend is the $8 and $12
interval for the hypothetical market treatment, but the difference between the percentage of respondents
saying "yes" at $8 and at $12 is not significant. Likewise, for the simulated market respondents, the
difference between 15% saying "yes" at $5 and 25% at 38 is not significant. Hence Hypothesis 1 is not
rejected. The relationship between offer amount and the response to the WTP question is further
analyzed by looking at the sign and significance of the coefficient on the offer variable in the simple

logit model (table 3). The logit model is specified as:

5 For the simulated market participants, saying "yes" means that they sent a check. There were

six simulated market participants who said "yes" and did not send a check. Individuals who did not
send a check were classified as saying "no" to the willingness to pay question. There were also
individuals who sent a check for more than the amount they were asked to pay. These individuals were
recorded as saying "yes" to the original offer amount (not the higher amount they paid).
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where offer is the amount the individual is asked to pay, P(yes) is the probability of a "yes" response to
the offer, and © = -(a + B*offer). The sign on the offer variable is negative as expected and the

estimated coefficient is significantly different from zero.

Hypothesis 2: Individuals who are interested in the environment and contribute to
environmental organizations are more likely to agree to pay for the road removal

program.
One would expect variables which measure environmentalism to be positively related to WTP.
Individuals who are more interested in the environment should be more willing to pay to preserve
wilderness. Contingency table analysis confirms the expected relationship bctweén WTP and interest in
the environment for both the simulated and hypothetical market groups (see table 4). For the
hypothetical market group, having contributed to an environmental organization makes a difference with
respect to the response to the WTP question. Again the relationship is as expected, individuals who
contributed in the past were more likely to say "yes" to the WTP question. The relationship does not
hold for the simulated market respondents. This result may suggest individuals responding to the
hypothetical payment situation draw on past experience to answer the WTP question whereas individuals
who are actually paying may focus more on immediate factors such as the offer amount or their current

finances.

Hypothesis 3: Individuals who have visited the Grand Canyon or expect to visit the Grand
Canyon in the future are more likely to pay for the road programs.

The variables which measure national park experience that have a significant relationship to the
response to the WTP question include having ever visited a national park (individuals who visited a

national park were more likely to say "yes") and expectations about visiting Grand Canyon National
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Park in the future (individuals who think they will visit in the future are more likely to say "yes"). This
expectation is supported for both the hypothetical and simulated market respondents (see table 5). We

cannot reject Hypothesis 3.

Hypothesis 4: Pro-environment attitudes are positively related to WTP.

Respondents were asked whether they disagree strongly, disagree, neither disagree nor agree,
agree, or agree strongly with eleven attitude statements. These statements were designed to measure
aspects of the underlying preferences for wilderness areas and environmental amenities. The responses
to these attitude variables were distributed similarly for the hypothetical and simulated market groups.
Likewise, for both groups, the attitude variables were related significantly to how the individual
responded to the WTP question (see table 6). As expected, individuals with pro-environment attitudes
were more likely to pay for the road removal program. For example, 67 percent of the respondents who
said "yes" to hypothetical WTP question said that they agreed strongly with the statement: "I would
like for wilderness areas to be preserved even if 1 never get to visit them." By comparison, onlf 32
percent of the respondents who said "no" to the hypétheliml WTP question said they agreed strongly
with this statement. The significant relationship of the attitude variables to both hypothetical and actual

WTP suggests that CV does reflect underlying preferences.

Hypothesis 5:  An individual’s sociceconomic background affects WTP.

The demographic variables are related to the response to the WTP question as economic theory
would predict. The individual’s area of residence, age, education, and income all have significant
relationships with the response to the WTP question for both hypothetical and simulated market

.respondents. Specifically, individuals from urban areas were more likely to say "yes" to the WTP
question than individuals from rural areas. Likewise, individuals who said "yes" to the WTP question
were more educated and had higher incomes than individuals who said "no." Gender and having

children did not seem to influence the response to the WTP question (see table 7).
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In summary, the relationships between the construct of interest (response to WTP question) and
variables which economic theory would predict to be related to the construct suggest there is evidence
of theoretical validity. This relationship can be further explored by estimating a bid equation with
relevant variables (table 8). The estimated bid equation includes eight independent variables: offer, one
statement variable about whether the individual would rather see the money go to a better project, five
attitude variables, and income. Since somé of these demographic variables are interrelated, only income
is included in the estimated bid equation. The effect, as reflected in the magnitude of the estimated
coefficient, of the offer amount on response is greater for individuals who actually pay relative to those
who hypothetically pay. Individuals whose payment is hypothetical seem to draw more on their
attitudes toward wilderness when responding to the WTP question. The significant relationship between

willingness to pay and the offer, attitudes, and income are positive evidence of the theoretical validity.

Assessing Criterion Validity

Relationships are again analyzed using simple contingency table analysis. Given that the two
groups were randomly selected from the same populaﬁ;)n, one would expect the two grbups to respond
- in a similar manner to objective or factual questions. The nature of the WTP exercise (actual or
hypothetical payment) may have an effect on how the individual perceives and responds to the WTP

question.

Hypothesis 6: Hypothetical WTP is the same as actual WTP.

To test this hypothesis, we look at the response to the WTP question at the various offer
amounts (table 2). At five of the six offer amounts, a significantly greater percentage of respondents in
the hypothetical group (than the simulated group) said "yes" they would pay the amount asked about.
At 38, the difference between the percentage of hypothetical respondents and the simulated market
respondents who said "yes" is not significant. Another way to look at the relationship between the

response to the offer amount and the treatment group is to consider the WTP function (table 3). If a
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separate logit model is estimated for each treatment group, the hypothesis that the coefficients are equal
can be tested. The results of estimating simple logit models are shown in table 3. The null hypothesis
that the hypothetical and simulated market distributions are the same can be tested H,: Oy = Olyigs Pryp

= B, using the likelihood ratio test.

LR = -2%[(LLy,, + LLgy,) -LLg,;]1 ~%x% (1)

where LL,, and LL,,, are the log likelihood values associated respectively with the hypothetical and the
simulated treatment models, LL, is the log likelihood value associated with the model using both the
hypothetical and simulated market data sets, and r is the number of restrictions imposed. The likelihood
ratio test suggests that the hypothetical and simulated market models are distributed differently at the
five percent level (LR = 69.61 > x5 = 5.99). Therefore it appears as though individuals respond
differently to the offer amount depending on whether payment is real or hypothetical; more individuals
say "yes" when the payment is hypothetical. The estimated mean WTP measures are shown in table 9.
The difference between the mean WTP for the two menm is significant. The estimated distribution
for the hypothetical market data is very crude since there are no observations in the upper tail (at the top
offer amount of $50, 34% of the hypothetical market respondents said yes). Given the poor fit of the
hypothetical market WTP distribution, the mean estimate is suspect as is the magnitude of the difference
between the two means. Note in particular the huge 95 percent confidence interval around the estimated
mean from the CV data.

Many explanations for the difference between CV responses and actual payment have been put
forth. Strategic behavior, warm glow effects, failure to consider income constraints, and difficulties in
dealing with hypothetical questions are only a few examples. There seems to be a tendency to assume
that all respondents to the CV question make the same "mistake"” whatever the mistake may be. Perhaps
some individuals answer correctly and other individuals make mistakes in the sense that they answer
"yes" to dichotomous choice questions when they would not in fact pay or "no” when they would. We

would propose the following procedures for aucmpting- to identify which respondents made "mistakes."
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Particularly given the caveats stated earlier, the term "mistake” is to some extent a convenience. A
respondent has made a mistake as we shall use the term when she or he answers "yes" to a CV question
while we predict based on statistical analysis that he or she would have said "no" in the simulated

market or vice versa.

WHO MADE MISTAKES?
Procedures

Our proposed procedures for defining who in the hypothetical payment group made a "mistake”
are as follows. First, using the simulated market data, we estimated a WTP function with responses to
the WTP question as the dependent variable and offer, one statcment variable about whether the
individual would rather see the money go to a better project, five attitude variables, and income as the
independent variables. For purposes of analysis, this model is considered the "true” WTP model since
individuals who said "yes" to the WTP question had actually sent a check. See table 8 for a description
of the variables and the estimated model. Note in particular that the model fitted to the simulated
market data predicts correctly whether a simulated market participant will respond "yes" or "no" 86
percent of the time. Next, the coefficient estimates from the "true” model were used to predict the
probability .of a hypothetical respondent actually paying. Individuals with a probability greater than .5
were coded as saying "yes" to actual WTP and all others were coded as saying "no" to an actual WTP
question.® Finally, the predicted response to an actual WTP question is compared to the actual response
to the hypothetical WTP question for each individual in the hypothetical market group. Responses of
individuals who said "yes" to the hypothetical WTP question and were predicted as saying "no" to the

actual payment question were classified as "mistakes." Likewise responses of individuals who said "no"

¢ Of course, criteria other than .5 could have been used. The actual responses to the CV questions -
over all offer amounts were 44 percent Yes and 56 percent No. For the simulated market the '
comparable figures are 17 percent and 83 percent respectively. When the model was fitted to the
_simulated data and then applied to the CV respondents using the .5 criterion, it predicted 18 percent Yes
and 82 percent No. This appears to support using a predicted probability of saying Yes at .5 as the
criterion for setting the predicted responses at Yes.
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to the hypothetical WTP question and were predicted to say "yes" to the actual payment question were
also classified "mistakes.” Responses of individuals with the same predicted actual payment and

hypothetical WTP were classified as "non-mistakes."’

Results

As shown in table 10, 35 percent of the respondents to the hypothetical WTP question made a
mistake.! Only six individuals (about two percent) made a mistake in the sense of saying "no" to the
hypothetical question when it is predicted they would say "yes" if payment were real. The rest of the
respondents who made a mistake said "yes" to the hypothetical WTP when it is predicted they would
not actually pay.

The next interesting question is whether the individuals who made mistakes differ from those
who did not. Since 95 percent of the people who made a mistake said "yes" to the hypothetical WTP
question, the following analysis compares the mistakes to the non-mistakes for those who said "yes" to
the CV question.

The offer amount seems to have affected whether an individual makes a mistake (table 11).
Respondents made more mistakes as the offer amount increased.

Tﬁe mistakes and non-mistakes seem to have said "yes" for the some of the same reasons (table
12). However, non-mistakes were more likely to say that they definitely agree with the statement "I felt
that the road removal projéct would be worth the amount I decided to pay." Likewise non-mistakes
were more likely to say they definitely agree with the statement "Restoring a wilderness area is very
nnportant to me." Seventy-eight percent of the non-mistakes said that they definitely agree with this

statement compared to only 58 percent of the mistakes.

7 Predicted responses could only be estimated for the cases that did not have missing data on any
of the variables used in the model. The original hypothetical payment group had 393 cases but only
316 of the cases could be used for this analysis.

$ It should be recalled that with the simulated market data, 85 percent of the observed responses
are equal to the predicted responses. So, while the model does predict rather well, it is not “perfect.”
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Past experience with a National Park seemed to affect whether an individual makes a mistake
when responding to the CV question. Ninety percent of the non-mistakes compared to 71 percent of the
mistakes had visited a National Park in the past (table 13). Likewise, the non-mistakes are more likely
than mistakes to say they will visit the North Rim in the future. Twenty-four percent of the non-
mistakes compared to nine percent of the mistakes said it is very likely they will visit the North Rim in
the future.

The mistakes and non-mistakes have different attitudes toward National Parks and the
environment in general. The pattern seems to be that the mistakes are more ambivalent about the
attitude statements and the those who did not make mistakes tend to be distributed at the extremes of
the attitude scales; they either disagree or agree strongly with the attitude statements. Table 14 shows

the distribution of responses to the attitude variables for both the mistakes and the non-mistakes.

'OTHER ISSUES

On a broader level, some argue that contingent values do not measure underlying preferences
(Diamond and Hausman, 1992). The results of this study suggest that respdnses to the hypothetical
WTP question are consistent with preferences as measured by individuals’ attitudes toward wilderness.
It has also been argued that hypothetical WTP reflects "the willingness to pay for moral satisfaction of
contributing to public goods, not the economic value of these goods” (Kahneman and Knetsch 1992,
57). However, in this study 68 percent of the respondents who said "yes" to the hypothetical WTP
question said it was "definitely true” and 32 percent said it was "somewhat true” that the road removal
program was worth the amount they said they would pay. T_his result suggests that most of the
individuals answering the hypothetical WTP question were éonsidcring the value of the program to
them. There was some evidence of individuals saying “yes" for more general reasons than the value of
the program but that was not the case for the majority of the respondents. A final criticism of using CV
to measure nonuse values gets at the foundation of the concept. Some argue that individuals do not

receive positive benefits from an environmental improvement in an area the individual is not familiar
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with and never plans to use. Yet in this study, 96 percent of the people who sent a check had never
been to the North Rim and 45 percent said it was "very unlikely” that they will ever visit the area. Of

course, users of the resource may also have a large associated nonuse value.

CONCLUSIONS

Does CV provide a "valid" measure of true WIP? Unfortunately, based on the study reported
here we cannot offer a clear "yes" or "no." The responses to the CV question are related to other
explanatory variables in significant ways as economic theory would predict. Specifically, individuals
with positive attitudes toward wilderness areas and higher incomes were more likely to say yes. On the
other hand, the higher the offer amount the more likely individuals were to say "no" to the WTP
question. Based on these observations, it appears as though the CV method has theoretical validity.
This research also allowed for a test of criterion validity. Simulated market values are assumed to be
more closely related (than hypothetical values) to the underlying true WTP and serve as the criterion.
Statistical tests of criterion validity suggest that the contingent values are significantly higher than
simulated market values. Unfortunately, the data from this study do not provide much insight into the
magnitude of the difference between hypothetical and actual WTP. Instead, a "fat” right hand tail leaves
a CV estimate that is to unreliable to serve this function. Furthermore, questions can be raised about
the adequacy of our criterion. The lack of incentive compatibility, the requirement that responding
positively in the simulated market required unforeseen commitments, and other concerns may mean that
our simulated market underestimated true values. The analysis of the "mistakes™ versus the "non-
mistakes” in the hypothetical payment group suggests that the majority (65%) of the respondents to our
CV question did reveal their true preferences. If an experiment could be designed to avoid some of the
pitfalls we encountered, the gap we found between CV and simulated market values might be narrowed
even further or even disappear entirely. Given the potential importance of nonuse values and the

controversy that CV applications have stimulated, the need for more research is obvious.
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Table 1: Response Rate by Treatment Group

Hypothetical Payment Group Actual Payment Group
Initial Sample 850 850
Undeliverable 85 82
Completed surveys 392 340
Respouse rate 51% 44%

Note: Response Rate = Complete Surveys/(Initial Sample - Undeliverable).

Table 2: Percentage of Hypothetical and Simulated Market Respondents Who Said
"Yes" to the WTP Question
Offer Hypothetical market respondents Simulated market respondents who
Amount who said "yes" said "yes"

$1° 53% : 24%
$5 51% 15%
$8 39% 25%
$12° 48% 17%
$15° 39% 13%
$50° 34% 4%

Using the test of equality of two population proportions the difference between the percentage
of hypothetical and simulated market respondents who said "yes" to the WTP question is significant at
the 5% level for this offer amount.
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Table 3: Estimated Logit Equation

Hypothetical Market Simulated Combined Data Set
Group Market Group
Constant -0.039 -1.135™ -0.536™
(Std. Error) (0.139) (0.198) 0.107)
Offer -0.014™ -0.040™ -0.018™
(Std. Error) (0.007) (0.015) (0.006)
Log Likelihood -267.32 -149.93 -451.06
Number of 393 339 732
~ Observations
- Significant at 5% level.
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Table 4: Environmentalism of Respondents

Variable Hypothetical Market Simulated Market Respondents
Respondents
"Yes" to WIP “No" to WIP "Yes" to WIP "No'" to WIP
Question Question Question Question
Interest in the environment:" 2
Not at all interested in the environment 0% 4% 0% 3%
A little interested in the environment 6% 12% 2% 12%
Interested in the environment 36% 49% 33% 49%
Strongly interested in the environment 43% 28% 44% 26%
Extremely interested in the environment 15% 7% 21% 10%
Contributed money or volunteered for an environmental organization:!
Yes 44% 18% 30% 23%
No 56% 82% 70% 71%
¥) ! Distributions of responses for individuals who said "yes" and individuals who said "no" to the WTP question are significantly different at
3 5% level for hypothetical market respondents.
2 Distributions of responses for individuals who said "yes" and individuals who said "no" to the WTP question are significantly different at

5% level for simulated market respondents.



Table 5: Grand Canyon Experience

Variable Hypothetical Market Simulated Market
Respondents Respondents
"Yesll to llNo" to . "Yes" to "Noll to
WITP WTP . WTP wTP
Question Question Question Question

Ever visit a National Park in the United States:'?

S0c

No 2% 35% 16% 31%
Yes 78% 65% 84% 69%
Ever visit Grand Canyon National Park (for individuals who visited a National Park):

No : 62% 56% 55% 59%
Yes 38% 44% 45% 41%
Ever visit the South Rim of the Grand Canyon (for individuals who visited the Grand Canyon):

No 6% 7% 14% 6%
Yes 94% 93% 86% 94%
Ever visit the North Rim of the Grand Canyon (for individuals who visited the Grand Canyon):

No 78% 76% 96% 85%
Yes : 22% 24% 4% 15%
Ever hike the Grand Canyon (for individuals who visited the Grand Canyon):

No 68% 76% 77% 76%
Yes 32% 24% 23% 24%
How likely visit North Rim in the future:!

Very unlikely 32% 49% 45% 56%
Somewhat unlikely 18% 19% 15% ) 17%
Somewhat ikely 37% 22% 26% 20%

Very likely 13% 10% 13% 1%
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Table 5: Grand Canyon Experience

Variable

Hypothetical Market

Simulated Market

Respondents Respondents
"Yes" to "No" to "Yes" to "No" to
WTP WwTP WTP WTP
Question Question Question Question
How likely visit Grand Canyon National Park in the future:"?*
Very unlikely 18% 35% 20% 35%
Somewhat unlikely 20% 17% 9% 17%
Somewhat likely 34% 29% 32% 30%
Very likely -28% 19% 39% 18%

! Distributions of responses for individuals who said "yes" and individuals who said "no" to the WTP question are significantly different at

5% level for hypothetical market respondents.

2 Distributions of responses for individuals who said "yes" and individuals who said "no" to the WTP question are significantly different at

5% level for simulated market respondents.
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Table 6: Distribution of Responses to Attitude Statements

Statement Group and Disagree Disagree Neither Agree Agree
response to Strongly Disagree Strongly
WTP nor .
question Agree
All areas of National Parks should be easily HYP:' Yes 43% 39% 8% 6% 4%
accessible by roads "No 17% 38% 21% 18% 6%
SIM:' Yes 40% 42% 7% 5% 5%
No 19% 41% 21% 12% . 7%
It is important to me that future generations HYP:!' Yes 1% 1% 2% 25% 72%
be able to enjoy wilderness areas No 2% 1% 7% 52% 38%
SIM:' Yes 0% 0% 2% 28% 70%
No 3% 2% 5% 51% 39%
I would like for wilderness areas to be HYP:! Yes 1% 0% 2% 31% 67%
preserved even if I never get to visit them No 2% 3% 13% 49% 32%
SIM:' Yes 0% 0% 0% 32% 68%
No 3% 1% 7% 48% 40%
Funding for protection of wilderness areas HYP: Yes 3% 18% 36% 31% 13%
should come primarily from state and federal No 5% 16% 31% 32% 16%
governments instead of private donations
SIM: Yes 2% 21% 40% 32% 5%
No 7% 16% 32% 29% 17%
I think it is everyone’s responsibility to help HYP:' Yes 1% 2% 4% 47%  47%
the environment any way we can No 2% 5% 19% 54% 20%
SIM:' Yes 0% 0% 2% 40% 58%
No 3% 4% 13% 53% 27%
I care about wilderness areas outside of HYP:!' Yes 1% 0% 2% 51% 46%
Wisconsin No 1% 1% 15% 60% 22%
SIM:! Yes 0% 0% 2% 51% 47%
No 2% 2% 15% 58% 24%
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Table 7: Demographic Background of Simulated and Hypothetical Market

Respondents
Variable Hypothetical Market Simulated Market
Respondents Respondents
"Yes" to "No" to WIP  "Yes" to "No" to WTP
WTP Question WTP Question
Question Question

Area of residence:’
Urban ' 44% 34% 60% 32%
Suburban 21% 15% 12% 20%
Rural 34% 51% 28% 49%
Have children:
No 23% 22% 32% 22%
Yes 77% 78% 68% 78%
Age:!
Less than 30 8% 6% 14% 7%
30 to 39 28% 21% 16% 21%
40 o 49 26% 19% 21% 25%
50 to 59 15% 22% 18% 15%
60 to 69 15% 14% 16% 18%
More than 69 8% 19% 14% 14%
Gender:
Male 70% 77% 75% 75%
Female 30% 23% 25% 25%
Education:!
Eighth grade or less 2% 7% 0% 6%
Some high school 2% 5% 4% 6%
High school graduate 16% 23% 19% 25%
Some college or technical 24% 26% 23% 24%
school
Technical or trade school 14% 9% 5% 12%
graduate
College graduate 19% 14% 23% 14%
Some graduate work 9% 9% 7% 6%
Advanced degree 13% 8% 19% 8%
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Table 7: Demographic Background of Simulated and Hypothetical Market

Respondents
Variable Hypothetical Market Simulated Market
Respondents Respondents
"Yes" to "No" to WIP  "Yes" to "No" to WTP
WTP Question WTP Question

Question Question

Incomes:!

Less than $10,000 4% 10% 8% 12%

$10,000 to $19,999 10% 16% 9% 15%

$20,000 to $29,999 16% 20% 15% 21%

$30,000 to $39,999 14% 22% 15% 18%

$40,000 to $49,999 _ 10% 11% 11% 10%

$50,000 to $59,999 16% 10% 13% 10%

$60,000 to $69,999 8% 5% 11% 6%

$70,000 to $79,999 6% 2% 2% 3%

$80,000 to $99,999 6% 2% 4% 4%

$100,000 or more 10% 2% 11% 1%

! Distributions of responses for "yes" and "no" to WTP question are significantly different at 5%
level.
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Table 8: Estimated Logit Model for Full Model

3=somewhat false, 4=definitely false.

2

disagree nor agree, 4=agree, S=agree strongly.

211

Description of Independent HYP SIM Estimated
Variables Estimated Estimated Coefficients for
Coefficients Coefficients Combined
- (Std. Error) (Std. Error) Model
(Std. Error)
Constant -10.563™ -12.892™ -10.275
- (1.564) 2419) (1.19)
Offer -.029™ -.050™ -.026™
(.010) (.020) (.008)
I would rather see the money go to a 1.283™ 1.182 1.084™
better project’ (.183) (.248) (.128)
I would like for wilderness areas to be A87 4426 448~
preserved even if I never get to visit (.256) (.498) (.206)
them?
I think it is everyone’s responsibility 289 845 288
to help the environment any way we (.220) (.423) (.178)
canZ
I care about wilderness areas outside 344 -.293 131
of Wisconsin® (.312) (.367) (211)
As much wilderness as possible should 27137 141 175
be preserved no matter what the cost? (.154) (:215) (.113)
My responses to this study will be .182 726™ 461
important in future decisions about the (.209) (.268) (.148)
environment?
Income 325" 34~ 307
071 (.093) (.051)
Log Likelihood -136.87 -711.74 -249.63
Percent of Responses Predicted 80.06% 85.89% 77.38%
Correctly
Number of Observations 316 241 557
Significant at 5% level.
! This statement was ranked on a four point scale: 1= definitely true, 2=somewhat true,

This statement was ranked on a five point scale: 1=disagree strongly, 2=disagree, 3=neither



Table 9: Estimated mean WTP for hypothetical and simulated market respondents

Mean' 95% Confidence Interval
Hypothetical Market 46.33 [26.66, 283.78]
Simulated Market 720 [4.65, 23.54]

Mean was estimated using Hanemann formula (Hanemann 1989).

Table 10: Percentage of Mistakes and Non-mistakes (N=316) for Respondents in
the Hypothetical Treatment Group

Non-mistakes 65%

Mistakes who said "no" to hypothetical WTP 2%

but predict "yes" to actual WTP

Mistakes who said "yes" to hypothetical 33%
WTP but predict "no" to actual WTP

Table 11: Distribution of Offer Amounts for Mistakes and Non-Mistakes Who
Said "Yes" to the WIP Question
Offer Amount Non-mistakes Mistakes
$1 48% 52%
$5 48% 52%
$8 23% 77%
312 24% 76%
$15 24% 76%
$50 12% 88%
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Table 13: Past and Expected Future Grand Canyon Experience

Variable Non-Mistakes Mistakes

Ever visit a National Park in the United States:!
No 14% 38%
Yes 86% 62%

Ever visit Grand Canyon National Park (for individuals who visited a National Park):
No 71% 58%
Yes 29% 42%

Ever visit the South Rim of the Grand Canyon (for individuals who visited the Grand
Canyon):

No 8% 3%
Yes 93% 97%

Ever visit the North Rim of the Grand Canyon (for individuals who visited the Grand
Canyon):

No 717% T17%
Yes 23% 23%

Ever hike or backpack in Grand Canyon National Park (for individuals who visited the
Grand Canyon):

No 54% 71%
Yes 46% 29%

How likely visit North Rim in the future:'

Very unlikely . 9% _ 42%
Somewhat unlikely 13% 19%
Somewhat likely 54% 31%
Very likely 24% 9%

How likely visit Grand Canyon National Park in the future:'

Very unlikely 8% 21%
Somewhat unlikely 14% 24%
Somewhat likely 39% 31%
Very likely 39% 24%

! Distributions of responses for NMIS and MIS are significantly different at the 5%
level.
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STATISTICAL AND PSYCHOLOGICAL INFLUENCES ON CONTINGENT

VALUATION WILLINGNESS TO PAY ESTIMATES

by

Jean C. Buzby, Richard C. Ready, and Dayuan Hu*

ABSTRACT

Willingness to pay for food safety improvements estimated using the
payment card elicitation technique was smaller than that using
dichotomous choice. A small part of this difference was due to bias
introduced by the statistical techniques. Most of the difference was
due to differences in respondent behavior.

* Authors are Research Specialist, Assistant Professor, and Ph.D. Candidate in the Department of
Agricultural Economics at the University of Kentucky. The views expressed in this article are the
authors’ and do not necessarily represent the views of the University of Kentucky.
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STATISTICAL AND PSYCHOLOGICAL INFLUENCES ON CONTINGENT

VALUATION WILLINGNESS TO PAY ESTIMATES!

INTRODUCTION

The contingent vaiuation (CV) method has become increasingly used to measure values
associated with a variety of nonmarket goods such as water quality, toxic waste dumps, recreation, and
air quality. CV methods encompass personal interviews, mail surveys, and telephone surveys which
elicit consumers’ willingness to pay (WTP) for nonmarket goods "contingent” on a given hypothetical
sceﬂario. Carson et al.’s (1993) bibliography of CV studies provides a list of over fourteen-hundred
studies. Therefore, collectively, CV researchers have a solid foundation for designing CV studies that
are reliable (Randall 1987).

One important consideration when designing a CV survey is the elicitation method used. The
relevant distinction is between continuous valuation methods including open-ended (OE) questions
versus discrete methods such as iterative bidding and the dichotomous choice (DC) method. The
payment card method can be considered as either a discrete method or a continuous method (Cameron
and Huppert 1989). If the dollar values listed on the payment card are close together, the resulting data
can be treatéd as essentially continuous.

Because CV estimates of WTP are based on survey responses, we must be concerned with how
we ask the questions, and how respondents formulate their answers. Several studies have looked at
whether continuous methods generate value estimates that are different from those generated by discrete
methods. Hoehn and Randall (1987) showed that the DC method can provide larger values than the OE
method because of differences in the value formation process. Additionally, Boyle ef al.’s (1993) found

that DC WTP estimates were greater than PC estimates. In contrast, Boyle and Bishop (1988) found

! This research was financially supported by the Economic Research Service, U.S. Department of
Agriculture as part of a cooperative agreement (43-3AEK-2-80072) with the University of Kentucky (1992-
93). ,
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that the OE method provided larger values than the DC method. Several recent papers have further
investigated these differences. |

Kealy and Turner (1993) found that DC WTP estimates were 1.4 to 4 times larger than OE
estimates for a public good but found no difference for a private good. They compared OE and DC
methods using the same sample of respondents. They used a sophisticated estimation approach to
account for correlation between the answers of these two questions due to variability in preferences.
Still, their design could not test whether the presence of a DC question affected stated OE values, or
vice versa. Their results did suggest that question order matters, though. They used a voluntary
contribution payment vehicle for public good versus a price for private good. Contribution payment
vehicles are not incentive compatible with expressing maximum willingness to pay. Overall, the results
are interesting and suggestive.

Kristrom (1993) showed that a large proportion of respondents said "YES" to a DC question
with bid values that were larger than most stated OE values. Kristrdm states that understanding such
disparities is important given the increasing popularity of the DC method in CV studies (p. 69). He
introduced a simple way to compare continuous and discrete elicitation methods using a non-parametric
test. The non-parametric approach avoids problems associated with choosing an inappropriate functional
form.2 He tested for cross contamination using one sample of respondents that answered both OE and
DC questions and a sample that only received the OE question. His results suggest that, overall, the OE
responses were not affected by the presence of the DC question. However, he did not test whether
individual OE responses were impacted by the bid value posed in the DC question. Also, as with Kealy
and Turner, he used a voluntary contribution payment vehicle.

It would be interesting if both the Kealy and Tumex; and the Kristrom studies could be
replicated using separate samples and incentive compatible payment vehicles. To avoid complications

due to cross contamination of the OE and DC questions, it is preferable to apply the OE and DC

, 2 A limitation of the non-parametric approach is that it does not allow consideration of the impact of
demographics or other preferencé shifters on WTP,
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methods to separate samples of respondents. Researchers do not know if using the same sample for two
elicitation methods is a problem but it is cleaner to use separate samples to make comparisons.

Unlike Kealy and Tumer and Kristrém, Boyle e al. used separate samples for OE and DC
questions. Boyle e al. did this in CV studies on the value of moose hunting and the value of oil spill
protection, For three different valuation situations, they found that the mean WTP using the DC method
was significantly higher than the mean WTP using the OE method in one case, significantly lower in
one case, and found no significant difference in one case. Direct comparisons of the OE and DC means
may be misleading, however. OE responses may not follow any standard distribution. Even if the
question method does not impact stated valués, so that the DC sample of respondents has the same
distribution of values as the OE subsample, use of an inappropriate distribution when estimating the DC
mean will generate biased estimates. A difference observed between the OE and DC means could be

due to the statistical estimation of the mean from the DC data.

REASONS WHY WTP ESTIMATES MIGHT BE DIFFERENT

Two potential reasons why the mean WTP estimated from OE data are different from that
estix.nated from DC data are differences in statistical method and differences in psychological behavior.
By psycholégical behavior, we mean the mental processes respondents undergo when completing a CV
question. Psychological behavior may influence WTP estimates in a variety of ways such as by
negatively or positively influencing the mean WTP. Alwin and Krosnick (1991) concluded that both
surve;y design and the respondents’ personal characteristics affect the reliability of attitudinal survey
measures. Several interesting papers have delved into the influence of the statistical method on mean
WTP but few have contributed more than a cursory mentioﬁ of the influence of psychological behavior.

Our paper hopes to accomplish two goals. The first objective is to observe to what extent
differences in WTP estimates between the PC and DC elicitation methods are attributable to: (1) the
respondents’ psychological behavior, and (2) the statistical approach used. To this end, we used

synthetic data techniques to isolate differences due to these components. We show that this procedure
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can be done correctly and that differences in WTP existing between elicitation methods are not largely
due to differences in statistical approach but rather 10 psychological behavior. The second objective is
to determine whether either the PC or the DC format is more sensitive to the risk level.

Two key papers have made strides towards understanding the influence of psychological
behavior. Cameron and Huppert (1991) introduced an innovative approach whereby they used a sample
of PC responses to generate "synthetic" DC data sets by randomly matching the PC responses to a fixed
set of DC bid values. These synthetic data sets show how the PC respondents would have answered DC
questions, assuming they retained their same WTP values. Cameron and Huppert used the synthetic DC
data in lieu of actual dichotomous choice data for making comparisons between discrete and continuous
elicitation methods. They showed that even if the distribution behind PC and synthetic DC data is
identical, DC values can be quite large due to random sampling variability. Any difference between the
mean calculated from the synthetic DC data set and the mean calculated directly from the PC.data
would be due to: (1) bias introduced by the statistical techniques used to analyze the DC data or (2)
random effects due to sampling error. Cameron and Huppert found that DC mean WTP values can be
much larger than the original mean WTP value, simply due to random variability, i.e., luck of the draw.
If we are to conclude from an observed difference between an PC mean and a DC mean that elicitation
method imbacts stated WTP, we must show that the difference is not due to random error or to bias in
the analysis of the DC data. They did not emphasize the impact of psychological behavior on WTP
estimates,

Boyle et al. generated synthetic DC data and extended the Cameron and Huppert study by
comparing the synthetic DC data with actual DC data. In particular, they isolated differences in
behavior between the OE and DC samples by using the saﬁle statistical approach to estimate mean WTP
for the synthetic data sets and for their DC data sets. The synthetic data approach is better than a
straight comparison between OE mean and DC mean, because OE values may not follow any standard
distribution, in which case the statistical analysis is flawed. Using the synthetic approach on OE data

introduces the same flaw for both the OE and DC samples.
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Boyle et al. compared the synthetic DC data with the DC data and found that the DC WTP
means were significantly higher than the synthetic DC values. They inferred that the two samples of
respondents did demonstrate different stated values. Their analysis was complicated by the fact that
their synthetic mean WTP estimates are quite a bit lower than their original OE mean WTP estimates.
This result suggests that the assumed distribution used to analyze the discrete data sets was
inappropriate, leading to biased WTP estimates. Boyle et al. assumed that WTP for the DC data sets
were normally distributed across individuals. Yet, it is quite common to see skewed distributions of
WTP. Kanninen and Kristrém (1993) showed that there is a bias inherent in transforming the wrong bid
structure. Their results would have been cleaner to interpret had they used a distributional form that
more closely matched their OE data. These earlier papers are intriguing, yet there are many unresolved
issues surrounding elicitation methods and the limited explanations about why WTP values differ across
methods motivated this study.

In this study, we investigate the impact of elicitation method on estimated WTP to avoid
residues of a specific pesticide on grapefruit. In our hypothetical scenario, the risk reduction associated
with avoiding this pesticide is an excludable good, in that a consumer can avoid the pesticide only by
purchasing a more expensive alternative. We generally follow the approach of Boyle ez al. with slight
differences ‘in the statistical analyses, including use of an asymmetric distribution. We use separate
samples for different elicitation methods and a different continuous question format (i.e., PC) than the

standard OE format. We show that the result holds for a private good, in contrast to Kealy and Turner.

REASONS WHY RESPONDENT BEHAVIOR MIGHT BE DIFFERENT

In an ideal CV survey situation, respondents would evaluate their preferences, formulate a
vah;e, and then answer either an OE or DC question consistently with that value. Differences between
the OE and DC values show that this ideal has broken down somewhere. We identify four categories of
breakdowns in the value formation/value statement process: (1) protest zeros/scenario rejection, (2)

value understatement, (3) value overstatement, and (4) absolute yea-saying/scenario rejection.
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With protest zeros/scenario rejection, respondents do not accept the hypothetical scenario.?
This problem is widely recognized, and most researchers try to identify protest respondents in a DC
context, and remove them from the sample. if protest respondents are removed from the DC sample,
but not from the PC/OE sample, this would result in higher DC values. We leave them in for both
samples just to be safe, and to make an even comparison.

Value understatement may occur due to conservatism. If respondents ‘are unsure of their WTP
in a PC or OE format, they may give lower WTP values to be on the safe side. Respondents may feel
that it is worse to overbid than to underbid. If respondents do not want to make a false statement, they
will have lied if they overbid. Invcontrast if the respondents’ stated value lies below their true
maximum WTP, they have not really lied in that they would still pay their stated value. To be safe,
respondents may underbid to avoid lying. Switching to a DC format may do two things. First, the DC
format may force more careful consideration of the WTP value when the bid is close to the true WTP.
More careful consideration will reduce the variance in the subjective distribution for WTP, so that the
conservative estimate ends up being higher. Second, the loss function may be more symmetric in the
DC format giving less incentive for conservatism.

Value Overstatement may occur due to hypothetical nature of the payment. This argument has
been made as "hypothetical dollars are cheaper than real dollars.” - Stated WTP in hypothetical dollars
will therefore be larger than actual WTP. We see no reason why this effect would be different between
OE (or PC) format and DC format.

Absolute yea-saying/scenario rejection could occur in either the DC or OE format. Some
people may have difficulty understanding the trade-off that is being asked, or may have difficulty
evaluating their own WTP. These people may just short circuit the decision problem and say "I do not

know what its worth to me, all I know is that I want the amenity.” Theoretically, such people would

* They believe they should not HAVE to pay, or that the money is not really needed. In a OE or PC
context, they would put a value of $0.00 or refuse to answer the question. In a DC context, they say NO
or do not return the survey. In our survey, the higher the bid, the less likely the respondent would complete
the WTP question or return the survey. This implies that this breakdown may be especially prevalent at
higher DC bids.
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say yes to any bid asked. How would such people answer a PC or OE question? The PC or OE format
forces direct consideration of the dollar amount. Respondents cannot simply i‘gnore their own WTP
values. This will force them to come up with some stated WTP value. Even if they do a poor job of
value formation, their stated value will be finite. The DC format does not force stated WTP values to
be finite. This implies that the respondent switches to a "no" value at a higher dollar value than what
he would actually pay, i.e., the proportion of the area in the right hand tail of the probability of a "YES"
distribution is too high. Other researchers have made cursory references to yea-saying (Boyle et al.,
Mitchell and Carson).

Of these four categories of breakdowns in the value formation/value statement process, two
could result in DC values being greater than PC values: conservatism and yea-saying.* If it is caused
more by conservatism, PC values will understate true values and DC values will be closer to true
values. If it is caused more by yea-saying, DC values will overstate true values and PC values will be
closer to true values. Either way, we cannot say whether or not the true value lies between the two

estimates.

SURVEY DATA

This study uses data from 1671 returned contingent valuation mail surveys of U.S. gr.j«npefruit
consumers (Buzby et al. 1993). The survey sample consisted of those grapefruit consumers contacted
by phone who were willing to participate in a follow-up mail survey.’ In the hypothetical market
situation posed, the respondent faced a choice between buying a baseline grapefruit for fifty cents, or
buying a relatively safer grapefruit at a higher price. Other than the pesticide residue risk, the two

grapefruit were identical. The surveys incorporated risk ladders to help respondents understand the

4 An unequal treatment of protests could also result in relatively larger DC estimates, but we correct
for this. .

% The phone survey used random digit dialing and Dillman’s Total Design Method while the CV mail
survey followed techniques outlined by Dillman and Mitchell and Carson.
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relative risks. Loomis and Duvair (1992) found the risk ladder to be an effective tool for helping
respondents answer contingent valuation questions involving risk changes.

Four survey versions paired two pesticide residue risk reductions (50% and 99+%) and the two
elicitation methods (PC and DC). Most of the paper focuses on the 99+% risk reduction. The 50% risk
reduction scenario was used to determine the robustness of the WTP estimates to a change in the risk
scenario.

The payment card consisted of a column of values ranging from zero to fifty cents above the
original purchase price of one baseline grapefruit.® We asked respondents to circle the one amount that
shows the most that they would pay above the purchase price of a baseline grapefruit to buy one
relatively safer grapefruit.

For the DC method, the price for the relatively safer grapefruit was randomly set at one of ten
prices (bids).” We asked respondents which grapefruit they would buy given the prices stated and the
differing risks.

The demographics of the survey sample tracked fairly well with the general population with the
exception that there were more women and fewer children in the surveys. These differences were
expected because the samples represent a population of "food shoppers” whereas the census represents
the overall population. The response rate for the PC version was 79.5 % and 77.3 % for the DC

version, suggesting that respondents were not put off by either format.?

¢ There were 31 values between zero and fifty cents on the PC column of values. Space was provided
for respondents to fill in values above fifty cents.

7 Ten prices for TBZ treated grapefruit were randomly used in the surveys: $.53, $.55, $.60, $.70, $.80,
$1.00, $1.25, $1.50, $2.00, and $2.50. These prices were chosen after inspection of a sub-sample of PC
responses. An equal number of surveys were assigned to each price.

® The response rates represent the percent of surveys returned out of the total number of surveys mailed.
If undeliverable addresses were removed, response rates would increase to 79.5% and 77.3% respectively.
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Payment Card Data

Prior to analysis, we applied a conservative two step procedure to the PC WTP data: (1)
undeliverable surveys were dropped from the sample, and (2) all unit and item WTP nonresponses were
assumed to have a zero WTP to correct for nontesponse bias. A simple mean and median were found
for all PC WTP values. One interesting occurrence is that for the payment card method, WTP values
tended to be centered around ten cent increments (i.e., 10, 20, 30 40 .. .). This behavior may suggest
that consumers round numbers for simplicity. To simulate the variability that we would see in the PC
mean WTP, we constructed one-thousand bootstrapped data sets. Each of these was generated by

sampling with replacement from the original data set of 667 PC WTP values.

Dichotomous Choice Data
For the dichotomous choice data set, we assume that each individual’s WTP for the risk
reduction is a random variable, with In(WTP) following a logistic distribution. The probability that an

individual respondent will say yes to a DC question given bid P is then

1

F(P ) = 1+e'(u"’ﬂh(}’))

This implies that WTP is a positive random variable with an asymmetric distribution, skewed to
the left. Following Hanemman (1984), the mean WTP across individuals is found by integrating under
F(P). We follow the conservative practice used by Bishop and Heberlein (1979) and Seller, Stoll, and
Chavas (1985) of truncating the integration at the highest P used, $2.00, so that the calculated mean is

given by
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2
MeanWTP = fF(P)dP
0

As pointed out by Duffield and Patterson (1991), the effect of truncation is to set all WTP values
greater than $2.00 equal to $2.00.

The parameters ¢« and B were estimated using maximum likelihood logistic regression. Mean
and median WTP were calculated from these maximum likelihood estimates. To obtain confidence
intervals for both the mean and median WTP, we generated one thousand random draws from the

estimated multinormal distribution of o and B, as described by Krinsky and Robb (1986).

Synthetic DC Data

To determine whether any differences between ﬁe means and medians calculated from the PC
and the DC data are due to differences in the statistical approach used or differences in the respondents’
psychological behavior, it is first necessary to construct a synthetic DC data set from the PC data that is
identical in structure to the DC data set. To generate a synthetic DC data set, the bid from each
observation from the DC data set was compared to a randomly chosen (with replacement) WTP value in
the PC data set. For each DC observation, the respondent is assumed to say "yes" if the randomly
chosen PC WTP value is greater than or equal to the DC bid, and "no" otherwise. Cameron and
Huppert provide technical details of how this can be accomplished.

This process was repeated, generating one thousand synthetic data sets. For each data set, the
parameters o and  were estimated using logistic regression. This process generated confidence
intervals for the mean and median WTP. For exposition purposes in Figures 1 and 2, a "modal"
synthetic DC data set characterizes the central tendency for these synthetic data sets. We generated the

"modal" synthetic DC data set by calculating, for each bid level, the expected number of "yes"
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STATISTICAL ANALYSIS

The synthetic data served two purposes. First, mean and median WTP estimated from the
synthetic DC data were compared to estimates from the original PC data to determine whether the
statistical method used biased the estimated WTP values when psychological behavior in answering the
WTP question was held constant (i.e., the same PC respondents). Second, estimates from the synthetic
DC data were compared with estimates from the DC data to determine whether respondents exhibited
different preferences (i.e., when the DC statistical approach was held constant). Bootstrapped
replications allow statistical testing of these differences. Before performing such tests, however, we
performed a normality test suggested by Kmenta for the bootstrapped WTP estimates. The test results
rejected the normality hypothesis for both PC and synthetic estimates. Thus, to test the differences of
two empirical distributions, we must use more universally applicable tests than those based on
normality.

Poe, Lossin, and Welsh (1993) have proposed a nonparametric type test based on the method of
convolutions that does not require the assumptions of normality or approximate normality for the
distributions. There are two difficulties in applying this test to the comparison of the WTP estimates
from PC and DC data. First, the probability density functions of WTP are too complicated to be
estimated from the empirical data. Second, the discrete approximations of convolution are very difficult
to calculate using a software that does not have a convolution routine. Instead, we used a simpler
approach that retains the spirit of their technique. * We constructed a resampling-based test that can be
easily conducted using bootstrap data. Let X™ and Y~ be vectors containing the one-thousand
bootstrapped WTP estimates obtained from two different approaches. We randomly drew one thousand
pairs of X and Y, and for each pair calculated X-Y. Our tést statistic, p, is then the number of pairs
that generate a negative difference divided by one-thousand. If p is less than a, then we reject the null
hypothesis that the WTP estimates are equal, at a one-tailed significance level of o.

Table 1 providés measures of central tendency for the PC, DC, and synthetic DC data under the

99+% risk reduction scenario. The mean PC WTP was 19 cents per grapefruit above the starting price
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of fifty cents whereas the DC mean WTP was 69 cents per grapefruit above the starting price.
Interestingly, the higher the DC bid, the less likely the respondent would continue to participate. The
mean WTP for the synthetic data was 25 cents per grapefruit above the starting price, which lies
between the PC and DC means. All three mean values were significantly different (p=0.028 for
synthetic v. PC and P-0.002 for syntheﬁc v. DC). Therefore, of the 50-cent difference between the PC
mean and the DC mean, 6 cents was due to bias caused by the statistical analysis, and 44 cents was due
to the differences in behavior. The confidence interval of the means for the DC data was broader than
for the PC data. Medians were more stable across data types than the means, especially for the PC and
synthetic DC medians. Median WTP from the synthetic data was significantly different from median
WTP from the DC data (P<0.001) but not from the PC data.

Figure 1 illustrates these differences, showing the estimated logistic regression for the original
DC data set and the regression for the modal synthetic data set. Figure 1 also shows the actual
frequency of yes responses in the original DC set (as shown by the grey squares), and the cumulative
distribution of the PC data. Figure 1 shows that the difference between the PC mean and the synthetic
mean is due mostly to divergence in the range between 50 cents and $2.00, but that the DC regression

diverges throughout the range of the data.

Robustness of WTP Estimates under a Different Risk Scenario

The third objective was to see if the above differences are robust to a change in the risk
scenario by using the two CV versions under the lower risk scenario (50% reduction). Table 2 and
Figure 2 contain the same information for the 50% risk reduction scenario. The same patterns were
seen with both risk reduction levels. Here, Mean WTP was 16 cents for the PC data, 21 cents for the
synthetic data, and 69 cents for the DC data. The synthetic mean was not significantly different for the
PC mean (p=0.131) but was significantly different from the DC mean (p=0.020). Statistical
comparisons of the medians generated the same results (p=0.794 for the synthetic V. PC and p=0.001

for synthetic V. DC).
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To summarize, we found large differences between the estimated mean WTP from the DC data
and from the PC data. Most of these differences were due to differences in how the respondents
answered the questions. Only a small portion of the differences was due to bias from inappropriate
assumptions in the statistical analysis, and the differences cannot be explained by "luck of the draw."
Estimates of median WTP followed a similar pattern, but the differences across elicitation methods were
smaller.

Finally, we used our significance test to compare WTP across the two risk reduction scenarios,
to see whether respondents to either elicitation techniques were sensitive to the scenario presented. PC
mean WTP was 3.5 cents higher for the 99+% scenario than for the 50% scenario, and this difference
was statistically significant. The DC mean WTP estimates was only 0.7 cents higher for the 99+%
scenario, and the difference was not statistically significant. Are DC respondents paying less attention
to the scenario? Our inability to detect a difference may be because each DC response contains less
information than each PC response, so that any statistical test will be less powerful. When we compare
the synthetic means between the two risk reduction scenarios, we find that the 99+% scenario generates
a mean WTP that is 4.5 cents higher than the 50% scenario, but that this difference is not statistically

significant, although the original PC data did show a significant difference.
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CONCLUDING REMARKS

While we used the payment card approach rather than open-ended questions to generate
continuous data, and valued a private rather than a public good, our results were consistent with Hoehn
and Randall and Boyle et al.’s results in that the discrete valuation method obtained higher WTP
estimates than the continuous method. We could show that these differences cannot be explained by the
"luck of the draw," and that most of the differences is due to differences in behavior between the two
samples of respondents. Specifically, respondents were more likely to say "yes" to a given bid in the
DC versions than in the PC versions. This effect was most pronounced at higher bid levels.

We feel that it is not enough to report means alone. Instead, reporting of both means and the
whole WTP distribution is necessary to obtain a complete understanding of the differences between the
PC and DC WTP data. The selection of the DC truncation point is critical because the lower the point,
the less the PC and DC distributions will diverge. If researchers do not pay enough attention to the
right hand tail of the WTP distribution, either statistical method could overestimate the mean.

Further rescarch could expand knowledge about why respondent behavior might differ between
question formats. Validity checks are needed to determine which method provides WTP values closest
to the "true" values. Market simulation experiments that compare hypothetical responses to behavior
involving actual exchange of money would shed insight as to the relative validity of the elicitation
methods. More research is needed to asses the differences between elicitation methods. Yet, it is likely
that neither the PC method nor the DC method is absolutely correct or absolutely wrong. The DC WTP
vall;es may be biased upwards by yea-saying and the PC WTP values could be biased downwards by
ultra conservatism. Although WTP estimates were higher for the DC method than for the PC method,

the true value could lie somewhere in between.
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Table 1: Mean WTP, Median WTP, and 95% Confidence Intervals

Under the Higher Risk Reduction Scenario®

(in cents)
VERSION MEAN WTP MEDIAN WTP ||

Payment Card 19.2 10

n= 667 (17.7, 20.8) (10, 10)
Synthetic DC 25.6 (10.3)

n=684 (194, 32.5) 6.9, 14.8)

Dichotomous Choice 694 21.5
n=684 61.8, 77.6) (15.7, 29.2)

* The number in parenthesis is the confidence interval.

Table 2: Mean WTP, Median WTP, and 95% Confidence Intervals

Under the Lower Risk Reduction Scenario®

(in cents)
VERSION MEAN WTP MEDIAN WTP
I
Payment Card 157 10
n=392 (14.0, 18.4) 5, 10)
Synthetic DC 21.1 74
n=388 (12.8, 30.5) (3.8, 12.3)
Dichotomous Choice 68.7 17.0
n=388 (58.9, 79.4) 9.7, 26.6)

* The number in parenthesis is the confidence interval.
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Figure 1. PC, Synthetic DC, and DC WTP Distributions for the 99+ Percent Risk

Reduction Scenario
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Figure 2. PC, Synthetic DC, and DC WTP Distributions for the 50 Percent Risk

Reduction Scenario
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SOME TRADE-OFFS IN THE USE OF FOLLOW-UP QUESTIONING
IN DICHOTOMOUS CHOICE VALUATION

1. INTRODUCTION

Dichotomous choice (or closed-ended) question formats now dominate the contingent valuation
(CV) of nonmarket goods and services. In their simplest form, survey respondents are asked if they are
willing to pay (or willing to accept) a fixed sum of money for a specified change in the amenity of interest.'
One advantage of this "take-it-or-leave-it" format is that it mimics the decision making task that individuals
face in everyday market transactions. In contrast to open-ended question formats that ask for a maximum
willingness-to-pay (WTP), dichotomous choice is typically viewed as being easier to respond to and avoids
incentive compatibility problems inherent in open-ended questions.2 The key disadvantage of the_
dichotomous choice format is that the resulting survey responses reveal little about an individual's
willingness-to-pay. The simple "“take-or-leave-it" question, also referred to as single-bounded dichotomous
choice, provides only a single bound on each individual's WTP (i.e., whether it is above or below the dollar
value in the question). As a result, relatively large survey s_ample sizes are required to precisely characterize
a population's WTP, which may in turn make the cost of the CV study prohibitive.

Follow-up questions have been proposed as one way to improve the efficiency of dichotomous
choice questionnaires.? Rather than asking whether an individual's WTP is simply above or below a single
bid value, a sequence of questions is used to narrow the range of their true WTP. Figure 1 illustrates three
follow-up formats. The most common format, "double-bounded dichotomous choice"”, first asks the
individual if their WTP is above abbid value (say By). If the response is "yes", the follow-up question asks

if their WTP is above a second and higher bid value (say B > By). If the response is "no", the follow-up

! Bishop and Heberlein (1979,1980) are credited with the development of the "take-it-or-leave-it" approach.
Mitchell and Carson (1989, pp. 97-104) provide a review of the alternative elicitation formats used in the
CV literature.

2 See, for example, Mitchell and Carson (1989, p. 101) and Arrow et. al. (1993).

3 Careful selection of the bid values used, and their variation among the survey participants, can also
significantly enhance the efficiency of a CV study. See, for example, Cooper (1993) and Kanninen
(1993a,b).
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question asks if their WTP is above a lower bid value (say By, <Bp).# This sequence of responses places
the individual's WTP into one of four regions: R, =[0,B ), R, =[B,By,), R, =[By,By), or
R, =[By,+®) .5 Hanemann, Loomis, and Kanninen (1991) demonstrate that, because of the additional
information provided by the follow-up question, double-bounded dichotomous choice is asymptotically
more efficient that the single-bounded alternative. Combs et.al. (1993) use a slightly different sequence of
follow-up questions to achieve the same efficiency gains. In their "one-way-street up" format, illustrated in
Figure 1, the first question asks the individual if their WTP exceeds the lowest bid value, By . If they answer
" "no", no further questions are asked. If they answer "yes", they are asked if their WTP exceeds the second
bid value, By4. Again, a "no" response stops the questioning, while a "yes" response leads to a third and
final question, namely whether their WTP exceeds the highest bid value, By. This one-way street format
yields the same information as the double-bounded approach, placing the individual's WTP into one of the
four regions defined above. Only the sequence of questioning has changed.

This paper investigates two potential costs of follow-up questioning, reduced response rates and
stérting point bias, which must be traded-off against their beneficial impact on survey efficiency. The
efficiency gains attributed to follow-up questions are due to the additional information they provide,
narrowing the uncertainty about each individual's WTP. These gains may be offset, however, if the use of
follow-up questions reduces the response rates to the survey or to specific (WTP) questions within the
survey. Second, many of the studies employing follow-up questions (Hanemann, Loomis, and Kanninen,
1991; McFadden and Leonard, 1993) have noted significant differences between the responses to the first
question and the responses to follow-up questions. Whi]e a number of hypotheses have been puf forward to

explain this finding, we focus on the potential impact of starting point bias.® As Hanemann, Loomis, and

4 This follow-up format was first proposed by Hanemann (1985) and Carson (1985) and first implemented
by Carson, Hanemann, and Mitchell (1986). Subsequent applications include Cameron and James (1987)
and McFadden and Leonard (1993).

5 We assume that the individual's true willingness to pay is bounded from below by 0. WTP may also be
bounded from above by individual's income or other financial constraints.

6 Hanemann, Loomis, and Kanninen (1991, p 1262), for example, suggest the possibilities of yea-saying,
weariness, and respondent uncertainty regarding the exact value of their WTP. More recently, Alberini,
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Kanninen (1991, p. 1253) note, the use of follow-up questions represents a compromise between single-
bounded methods and traditional bidding approach. Since the bidding method has long been criticized as
being subject to starting point bias, it would seem that the limited form of bidding used in follow-up
questions may also lead to biased responses.’

The remainder of the papér is divided into four sections. Section 2 describes a CV study of water
quality in Storm Lake, Iowa, a popular recreational fishing site in the northcentral portion of the state. The
study incorporates an experiment specifically designed to address the issues identified above. The survey
sample is divided between households receiving dichotomous choice questionnaires with and without
follow-up, with three variations in the format of the follow-up questions. Data from the study are then used
in Section 3 to test the impact of the follow-up questions on the pattern of survey responses. Section 4
focuses on starting point bias 1n dichotomous choice questionnaires using follow-up. A model of starting
point bias is developed and estimated using data from the Storm Lake study. The paper is concluded in
Section 5.

2. EXPERIMENTAL DESIGN

The CV survey used in this paper to analyze follow-up questions was developed as part of a
broader interdisciplinary effort to design and evaluate alternative riparian management practices.
Specifically, the project focuses on the use of riparian buffer strips to reduce sediment flows within the
Storm Lake watershed.® Storm Lake is a shallow glacial lake in northcentral lowa that serves as a popular
fishing and boating site in the region. While covering an area of approximately 3,000 acres, the lake is only
eight feet deep on average and suffers one of the highest levels of turbidity in the state.® Despite earlier

dredging efforts, fishing and boating activities are threatened by continued sediment flows from industrial,

Kanninen, and Carson (1994) and Cameron and Quiggin (1993) have suggested that transitory elements
may exist exist in an individual's WTP and proposed the use of bivariate probit to control for these effects.
7 See Cummings, Brookshire, and Schulze (1986) and Mitchell and Carson (1989) for summaries of the
starting point bias literature.

8 Menzel and Schulz (1993) provide a more detailed overview of the Storm Lake Project and the riparian
management practices being considered.

9 Jones and Bachmann (1978).
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agricultural, and residential sources. Contingent valuation is being used to value the potential water quality
improvements that would stem from installing riparian buffer strips and to measure the willingness of
farmers to adopt the required production practices. Towards these ends, surveys have been administered to
three target populations: (1) local residents, (2) recreationists, and (3) farmers within the watershed. For the
purposes of this paper, we restrict our attention to the local resident and recreationist surveys.

Both the local resident and recreationist surveys were administered by mail.!? Local residents
were selected at random from the local telephone directory, while recreationists were initially contacted in
person at the lake and later mailed the full survey instrument.!! In order to encourage a high response rate,
participants were promised a four dollar check when we received their completed survey. In addition, three
follow-up mailings were used, including a postcard reminder one week after the initial survey mailing and
new copies of the survey mailed two weeks and six weeks after the initial contact. Local resident surveys
were conducted in late 1992, while the recreationists were mailed surveys in late 1993.

The survey instruments themselves were structured around three sections. The first section asked
respondents to characterize their use of Storm Lake and other recreational sites within the region. Section
two described the current physical characteristics of Storm Lake (including lake depth, turbidity, and catch
rates) and its projected deterioration over the next decade. Subjects were then asked to consider three
programs that would (1) maintain the current lake quality, (2) improve upon the current lake quality, and (3)
postpone the lakes deterioration path. Dichotomous choice CV questions were used to bound each
respondent’'s WTP for the proposed programs. For example, in the case of the first program, subjects were

asked: "Would you be willing to pay $ on a one time basis (payable in installments of $ over the

10 Typically, follow-up questions have been used in telephone surveys, where the flow of questioning can
be controlled by the surveyor. Their use in a mail survey application raises additional questions about the
ability and willingness of respondents to follow the more complicated survey instructions. We consider
these issues in section 3 of the paper.

11 Recreationists were contacted at Storm Lake through a series of sixteen eight-hour visits to the lake. The
selection and timing of the visits were designed to correspond to the lowa Department of Natural Resource's
annual creel survey of the lake. The visits systematically varied the time-of-day, day-of-the-week, and
season during which visitors were contacted. Recreationists were briefly asked about their current recreation
activity and to provide their name and address for further surveying. Roughly 1100 contacts were made,
with over 1000 individuals agreeing to provide the requested information.
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next five years) to...maintain Storm Lake's current condition?" Depending upon their response to this
question and the form of follow-up question being used, the same basic wording was use to narrow the
range of their WTP.12 The third section of the survey was used to elicit socio-economic information,
including household income, education, family size, and employment status. A focus group was used to
check clarity of the survey instrument.

The unique feature of the Storm Lake Project's CV effort lies in the controlled variation in the
follow-up question formats. Table 1 illustrates the basic experimental design. Table 2 lists the bid values
used for the program to maintain the current water quality and the variation of the bids used in the
sample.!3 All 300 local resident surveys employed follow-up questions to elicit WTP for water quality
improvements, but varied the format of the follow-up questioning. The local resident subjects were
randomly assigned to one of three follow-up formats: “one-way up", "double-bounded", and "one-way
down". This same division was used for half of the recreationist surveys. In addition, 300 of the recreationist
surveys elicited WTP values without foliow-up. This design allows us to address two broad issues - the
response pattern impacts of follow-up questioning and starting point bias. First, by comparing the
recreationist surveys with and without follow-up, we can investigate the impact of the additional follow-up
questions (and their format) on the pattern of survey responses. Second, both the recreationist and local
resident samples can be used to compare responses to the first dichotomous choice question to the follow-up
question responses, testing for starting point bias and its dependence on the foiiow-up format.

3. RESPONSE PATTERNS

The benefit of follow-up questions lies in the increased information they provide about each

individual's willingness-to-pay. These gains may be reduced if the additional length and complexity of the

survey instrument either reduces the overall survey response rate or the response rate to individual WTP

12 5ee Appendix A for the exact wording of the WTP questions used for the three follow-up formats.

13 Different sets of bid values were used for the other two program, with higher bids for the lake
improvement option and lower bid values for the deterioration postponement option. The bid values used in
the recreationist survey were designed to mimic the distribution of responses found in the local resident
survey returns.



questions. In the case of the Storm Lake recreationists, the survey instruments were twelve pages when
follow-up questions were used and eleven pages when they were excluded.!* With the exception of the
follow-up questions themselves, the survey instruments were otherwise identical.

Figure 2 illustrates cumulative response rates with and without follow-up at each stage of the
survey administration process. For example, the 59 percent response rate for the follow-up category and
above "postcard reminder" in Figure 2 represents the total response rate from the time of the initial survey
mailing but prior to the second mailing. This response is broadly attributed to the combination of the first
mailing and the postcard reminder. The response rates were uniformly smaller when follow-up questions
were included in the survey instrument - 81 percent versus 86 percent by the end of the survey process.
With the exception of the postcard reminder period, the departures from the "without follow-up" form of the
survey were on the order of six percentage points and statistically significant at a 5 percent significance
level. Clearly, these reduced response rates diminish, and can overwhelm, the efficiency gains from the
inclusion of follow-up question and increase the potential for nonresponse bias in the survey data.
Additional research is needed to test the robustness of these response rate reductions and to establish the
trade-offs between the information gains and response rate losses of follow-up questioning.

An second concern in the case of a mail survey application of follow-up questions stems from the
complexity of the survey instructions. The standard telephone application allows the interviewer to walk the
subject through the proper sequence of questions, skipping questions that are irrelevant. This is not the case
" for mail surveys. Although our focus group indicated that subjects were comfortable with the instructions
sequencing them through the follow-up questions, results from both the recreationists and local residents
surveys indicate that individuals did not uniformly respond to the questions as they were asked to. To
illustrate this, we divide survey respondents into four categories. The "complete" category represents

respondents who answered all of the questions they were supposed to answer, no more and no less.!> The

14 A page is defined as one side of an 8.5 inch by 5.5 inch sheet of paper.

15 As one participant at the W-133 meeting noted, one cannot tell in the case of a mail survey whether the
individual answered the questions in the desired sequence, but only whether their answers are consistent
with the desired sequence.
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"incomplete" category represents respondents who failed to complete the sequence of follow-up questions,
but provide some information regarding their WTP. The final two categoried cover customers who
answered more questions than they were supposed to. For example, a household in the "one-way street up"
category who answered "no" to the lowest bid valuev should have stopped, but some subjects continued on to
the middle bid value. If a household answered more questions then they were supposed to, but did so in a
consistent fashion (e.g., "no" to By, "no" to By4, and "no" to Byy) they are grouped in the “overkill”
category. If, however, their responses were inconsistent (e.g., "no" to By , "yes" to By, and "no" to Byy),
then they are categorize in "inconsistent" category.

Figure 3a provides a summary of these four response categories for the recreationist survey.16 The
good news is that few of the respondents fell into either the incomplete or inconsistent categories. The
incomplete responses would reduce the efficiency gains from the use of follow-up questions, while the
inconsistent responses would bring into question the responses themselves. The bad news is the high
frequency of "overkill" responses in the "one-way up" and "double-bounded" formats, which typically took
the form of three "no" responses (i.e., "no" to By , "no" to By, and "no" to Byy). One explanation for this
result is that these represent protest or nay-saying responses, and not the subject’s true WTP. However, the
results in Figure 3b suggest that this is not the case - excluding protest bids does not alter this pattern of
responses. The WTP questions in the survey were followed with a question asking the individual to provide
a reason for their responses. Figure 3b excludes subjects who indicated that the plans were "unrealistic" or
should be paid for by other funding sources. The pattern of responses does not change significantly once
these "protest” responses are excluded from the sample. Further research is needed to determine the cause
the "overkill" response.

4. STARTING POINT BIAS
As Hanemann, Loomis, and Kanninen (1991) note, the double-bounded dichotomous choice format

represents a limited and more structured version of the traditional bidding approach to eliciting nonmarket

' A similar pattern was found for the local residents.
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valuations. This same characterization applies to the "one-way street" follow-up formats. Yet the bidding
game approach has long been criticized as subject to starting point bias (e.g., Mitchell and Carson, 1985,
1989; Cummings, Brookshire, and Schulze, 1986; Boyle, Bishop, and Welsh, 1985). In particular, the
concern is that the initial bid provides a focal point or anchor for the uncertain respondent. "Confronted with
a dollar figure in a situation where he is uncertain about an amenity's value, a respondent méy regard the
proposed amount as conveying an approximate value of the amenity's true value and anchor his WTP
amount on the proposed amount." (Mitchell and Carson, 1989, p. 24). In this section, we first develop a
model of this anchoring effect in context of dichotomous choice questionnaires with follow-up. Monte Carlo
simulation is then used to illustrate the potential bias anchoring imparts on the estimated mean and standard
deviation characterizing a population's WTP distribution. Finally, The local resident and recreationist survey
responses are used to estimate the extent of anchoring in the Storm Lake Project’s CV analysis.
4.1 Anchoring Effects: Theory and Simulation

Let W denote an individual true willingness to pay for a given water quality improvement program.
The W's are assumed to be random draws from an underlying population distribution, with

W(X) = f(X;0,€) M

where X is a vector of individual characteristics affecting their WTP (e.g., income, education, age, etc.), 8 is
a vector unknown parameters, and € is a zero mean random variate. ' In the case of dichotomous choice
CV, the W's are not directly observed. Instead, survey respondents reveal boundaries on their WTP's.
Consider the first question in a dichotomous choice question using follow-up. When asked if they are
willing to pay b, for a proposed water quality improvement, the subject's response reveals the value of the

indicator variable, d,(b;), where'®

' In general, the W's will also depend upon characteristics of the water quality program being offered.
Since, in the remainder of this paper we will focus on only the program for maintaining current lake
conditions, these characteristics are suppressed for the sake of notational simplicity

' We use b; to denote the jth bid value in a sequence of discrete choice questions, as distinguished from B,
By, and By, the low, medium, and high bid values used in various sequence combinations by the one-way
street and double-bounded follow-up formats. Thus, for the one-way street up format, b, = B, , b, = By, and
b; = By, whereas for the one-way street down b, = By, b, = By and b; =B,. ’

247



1 Wzb,

d =
1B1) {0 W <b, @

Figure 4a illustrates the implications of the survey response in terms of positioning W within the underlying
population distribution, with a “yes” response (i.e., d, = 1) placing it in the upper portion of the distribution
and a “no” response (i.e., d, = 0) placing it in the lower portion.

The purpose of follow-up questioning is to further narrow the boundaries on W. For example, with
d, =0, a follow-up question might ask the individual if their WTP exceeds b, <b,. The standard procedure
is to treat this response in the same manner as the first discre;e choice question; i.e., as revealing the value
of an indicator variable d(b,), where

1 Wzxb,

d(by) = {0 W<b )
2

Thus, a “no” to the initial dichotomous choice question (d; = 0) together with a “yes” to the follow-up
question (d, = 1) would restrict W to the shaded region in Figure 4b.

The problem with this approach is that it ignores.the potential anchoring effect of the first bid offer
on the subject’s response to the follow-up question. As suggested in the literature on bidding games, an
uncertain subject may view the starting bid (b,) as providing information on the “correct” WTP value.
Rather than comparing their true WTP to the follow-up bid, the respondent combines their true WTP with
this new information (b,) to form a revised WTP (W } and compares W to b, in answering the following
question. Formally, we model W as a weighted average of W and b,, with"

W=(1-7)W+yb,, 4)
where y measures the extent of anchoring and0 <y < 1. At extremes, y = 0 implies no anchoring effect with

W=W and y = 1 implies that the subject ignores their prior WTP, replacing it with the W=b,.

" This linear formulation of the anchoring effect represents but one way in which the respondent might
combine the first bid with their true WTP. In section 4 below, a geometric weighted average is also
illustrated.
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Accounting for the anchoring effect, the follow-up question no longer provides information on the

indicator variable d,, but instead reveals the value of

~ 1 Wxb,
d, (bz) = ~
0 W<b,
(5)
1 (-y)W+yb, 2b,
"o (1-y)Wyb, <b,
Rewriting the inequalities of equation (5) in terms of W yields
~ 1 W2b,
dy(b,) = ~ (6)
0 Wb,
where®
~ by—vb
b, =21 %)
1-y
Comparing equations (3) and (6), it is clear that
d, (b,y) = d,(b,). ®)

That is, the net impact of anchoring on the information revealed by follow-up questioning is to replace the
design bids (b,) with what we refer to as the “effective” bid values (Ez) 2! Furthermore, the direction of the
movement in the bids is clear, since

b, —bl|.

oo -2

©)

Anchoring effectively widens the boundaries placed on W by the follow-up questions. The greater the
anchoring effect (y), the wider these boundaries become and, hence, the less information provided by
follow-up questioning. This effect can be seen visually in Figure 4c, where again we use a follow-up

question with a design bid b, <b,. A “yes” response to the follow-up question would place the individual’s

2% This assumes that y <1.
*! That is, a follow-up question using bid values of b, when anchoring occurs reveals the same information

as a follow-up question using bid values of Bz when anchoring does not occur.
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W in the lightly shaded region of Figure 4c (i.e., W e[gz,bl)), a much broader region than the one designed
into the question sequence (i.e., [b,,b;)).

There are two implications of starting point bias in terms of the use of follow-up questioning. First,
if starting point bias is ignored, estimates of mean WTP and its dispersion in the population will be
potentially biased. The estimated mean WTP will be biased since the starting bid will draw the survey
responses away from their true WTP values and towards b;. The estimated dispersion of WTP in the
population will also be biased by the analyst erroneously “squeezing” the revealed WTP’s between the
relatively narrow design boundaries (i.e., the b;’s), when the surveys actually place individuals within the
“effective” boundaries (i.e., the Ei's). For example, in Figure 4c, an analyst ignoring the anchoring effect
would erroneously squeeze observations in the shaded region between the design boundaries of b, and b, , in
this case biasing the dispersion estimates downwards.

In order to better understand the extent to which anchoring can bias estimates of both the mean
WTP and its dispersion in the population, a simple simulation exercises was conducted, varying the degree
of anchoring and the follow-up format. The simulations wére based upon the following model
specifications:

o W={(X;0,e) =a+e, with a =200, € ~ N(0,5), and ¢ = 50.

e B, =100, By, =200, and By = 300.

e N (the survey sample size) = 5000.
For each combination of follow-up design (“one-way up”, “double-bounded”, and “one-way down™) and
each level of anchoring (y = 0 to .5 in steps of .025), 100 samples of size N were drawn from a N(200,50)
distribution. For each these sample, the effective bids (Ei's) were formed using equation (7). These in turn
were used to determine the individual observation’s “response” to the sequence of survey questions (i.e.,
ai‘ s of equation 6). However, the design (b;’s) and not the effective bids were then used to estimate the

mean and dispersion of the population’s WTP. This mimics the behavior of an analyst ignoring starting
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point bias. Figure 5 shows the average over the 100 samples for each format and anchoring level
combination.

As Figure 5a illustrates, both of the one-way street formats yield biased estimates of the mean
WTP (i.e., &). In the one-way street up format the mean WTP is drawn further down towards the initial bid
(B = 100) as the anchoring effect increases, with the mean WTP estimated to be roughly 150 (rather than
its true value of 200) when y = .5. A similar pattern emerges for the one-way street down format. In the case
of the double-bounded approach, no bias arises. This is due to the fact that the initial bid (B,,) is equal to the
true mean WTP and the population is distributed symmetrically around this mean.”” The starting point bias
squeezes the distribution tightly around the mean, but does not bias the estimated mean WTP. This is a
potential benefit of the double-bounded format, but one that relies on both a well chosen starting value and a
symmetric WTP distribution.

Figure 5b illustrates the impact that starting point bias can have the estimated dispersion of WTP in
the target population (i.e., & ). The effect is the same for all three formats, with the estimated dispersion
coefficient being further biased downward as the anchoring effect increases. This bias can have potentially
significant policy implications by suggesting that there is greater uniformity in WTP among a target
population than is actually present.

Finally, we note that, even if the analyst controls for starting point bias, the efficiency gains from
follow-up questioning is likely to be diminished by anchoring. The effect of anchoring is to spread the
boundaries revealed by follow-up questioning. Bids that are optimal at the design stage are shifted to their
“effective” bid levels by anchoring and become suboptimal.23 However, it is important to emphasize that
follow-up questions still provide efficiency gains over their single-bounded counterpart since they provide

additional information without altering the information provided by the initial dichotomous choice question.

% In similar simulation exercises with By # 200 the double-bounded format was also found to be yield
biased estimates of the mean WTP.

2 It is of course possible that anchoring could make a suboptimal design more efficient by effectively
shifting the bid boundaries revealed in the survey or that an optimal design with anchoring could be
developed controlling for a specific level of bids.
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4.2 Anchoring Estimates from the Field
To determine if anchoring is in fact an issue in applied research, we now estimate the extent of
anchoring effects in the Storm Lake Project’s local resident and recreationist CV surveys. Three models are
estimated for each data base. First, a traditional single-bounded dichotomous choice model is estimated
using responses to the first bid offer in each survey. Second, the information contained in the follow-up
questions is used to estimate a multiple-bounded dichotomous choice model of WTP ignoring the potential
for anchoring. Third, the extent of anchoring (y) is measured directly by substituting the “effective” bid
function of equation (7) in for the design bids in the muitiple-bounded dichotomous choice model.
As noted in the literature, estimates of WTP can be sensitive to distributional assumptions. In our
analysis to date, we have restricted our attention to the normal and lognormal distributions. The lognormal
specification appears to better fit the skewed pattern of survey responses. In this case, it is convenient to
specify the error term € as entering the WTP equation (1) multiplicatively; ie.,
W ={(X;0,e) =g(X;0)e (10)

In addition, the linear anchoring process in equation (4) is replaced with a logarithmic specification, with
InW=(-y)lnW-+yInb, 11)

Following the same steps as in the previous subsection, but using equation (11) in lieu of equation (4), it is

straightforward to show that the k™ dichotomous choice question reveals the value of the discrete choice

variable, d, (b, ), where

~ 1 nW2p,
d (b,) = - (12)
0 InW<p,
with
ﬁk = M (13)
(1-v)

The parameter Ek is the logarithmic version of the effective bid boundary Ek. Finally, to focus attention on

the anchoring effect itself, we restrict the nonstochastic portion of the WTP distribution to a constant, with:
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8(X;6) = exp(a) (14)

Using equations (10), (13) and (14), equation (12) can be rewritten as:

S Inb, —yInb, —a

I Ing=>
g (I-v)
dy (by) = (15)
0 lns<——lnbk_ylnbl—a
(1-v)

where In(t) ~ N(0,c). The resulting log-likelihood functions for the dichotomous choice models with and
without follow-up are provided in Appendix B.

Table 3 provides maximum likelihoods estimates of ., 5, and y for both the local resident and
recreationist survey data bases and for three model specifications. The first column under each survey group
uses data from the first bid response only to estimate parameters of the model. This corresponds to the
traditional single-bounded approach. The second column provides estimates using the follow-up bid
responses, but constraining the anchoring effect to be zero (i.e., Yy = 0). This corresponds to the standard
treatment of follow-up question. Finally, column three relaxes the constraint on v, allowing the extent of
anchoring to be estimated within the model.

Focussing first on the local residents, there appears to be little evidence of anchoring. The median
WTP for maintaining the current level of water quality in Storm Lake is estimated to be approximately $150
using only the first bid responses. This point estimate does not change dramatically with the inclusion of the
follow-up responses in column two, dropping the median WTP to just under $140. We do see the expected
improvement in the precision of our parameter estimates. However, as the result of the previous subsection
demonstrate, the stability of the median WTP estimate is not, in itself, proof that anchoring has not
occurred. This is particularly true if the initial bids are centered around the true median WTP, as appears to
be the case with local residents. We would, however, expect anchoring to reduce the estimated dispersion
coefficient (o) and this is not the case. The estimate of ¢ is virtually unchanged between columns one and

two, again suggesting that anchoring is not a significant problem. Finally, when we estimate the anchoring
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parameter directly in column three of Table 3, it is found to be indistinguishable from zero at any reasonable
significance level.

Turning to the recreationist survey (columns four through six of Table 3) a different picture
emerges. Anchoring appears to play a significant role in these survey responses. First, we see a substantial
shift in the estimated median WTP when the follow-up responses are used in the estimation and anchoring is
ignored (i.e., y = 0). Relying only on the initial bids (column four), the median WTP is approximately $42
for recreationists. Once the follow-up responses are included (column five), the estimated median value is
increased by fifty percent to almost $65. This is consistent with hypothesis that survey respondents are
anchoring to the higher initial bid values used in the survey (see Table 2). The dispersion coefficient
estimates also suggest the presence of anchoring, with & dropping by 37 percent (from 2.35 to 1.48) when
the follow-up responses are included in the estimation. Finally, when the anchoring coefficient y is
estimated directly (column six), it is statistically significant at a 1 percent level, with y = .36. By correcting
for the anchoring effect, our point estimates of the median WTP and the dispersion coefficient (¢) are again
consistent with the first bid estimates. Including the folloW—up questions still improves the precision of these
estimates, but the extent of the improvement has been reduced once the anchoring effect is controlled for.
When anchoring is not controlled for, the median WTP is seriously overstated, potentially leading to
erroneously policy conclusion regarding the clean-up of Storm Lake.

5. CONCLUSIONS

Follow-up questions provide one mechanism to irﬂprove the efficiency of the dichotomous choice
questionaire format used in contingent valuation. However, the results from our Storm Lake analysis
suggest that there are also costs associated with their use. First, the additional complexity of the
questionnaire may discourage survey response, directly reducing the efficiency gains from follow-up
questioning and increasing the potential for nonresponse bias. The Storm Lake study found a five to seven
percentage point reduction in the recreationist response rate when follow-up questions were included in the

survey. Second, since follow-up questioning represents a limited form of the traditional bidding game
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approach to valuation elicitation, it may also be subject to the starting point bias found in earlier bidding
game studies. The model presented in this paper suggests that if the individual does anchor their WTP to the
initial bid in a sequence of bids, both the estimated median WTP and the estimated dispersion of WTP in the
population can be significantly biased. Even if the analyst corrects for this anchoring effect, the efficiency
gains from follow-up questioning is likely to be reduced, since the effective infomation content of the
follow-up questioning is dilluted by the anchoring phenomenon. In the Storm Lake Project, anchoring was
not found to be a significant problem for local residents. However, it did significantly bias both the
estimated recreationist’s WTP and the estimate of the dispersion of WTP among recreationists.

There are a number of directions for future research in this area. First, the preliminary analysis
presented in this paper does not evaluate the impact that the follow-up questioning format has on the extent
of anchoring. In addition, our model of the anchoring process assumes that it is constant across all
individuals. The effect may depend upon the sequence of questioning and on the characteristics of the
survey respondents (e.g., education, familiarity with the good being valued, etc.). Second, additional
simulation work is needed to investigate the role of the underlying WTP distribution and bid design on the

impact of starting point bias.
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APPENDIX A: WTP QUESTIONS

In this appendix, we list the WTP questions used for the program to maintain Storm Lake’s current

water quality (Plan A) for each format. The dichotomous choice questions varied among the survey formats

only in terms of the instructions used to step the participant through the sequence of follow-up questions.

The bid variables (B, , B,,, and B, ) and their annual counterparts (4; =B, /5) are listed in italics below, but

were replaced by their design values in the actual surveys.

A.1 One-Way Up

1.

If the current rates of drainage and sedimentation continue throughout the next decade, the water
quality of Storm Lake will change to:

Fish catch per hour (May/June): 1 fish every 4 hours

Average lake depth: 7 feet
Muck on lake bottom: 20 inches
Water clarity : Objects distinguishable

Y foot under water
a.  Would you be willing to pay $B; on a one time basis (payable in installments of $4, annually over
the next five years) to avoid these changes and maintain Storm Lakes' current condition?
@ NO =» Ifno, piease move on to Plan B _
@  YES=» If yes, please continue to part b of this question

b. Would you be willing to pay $B,, on a one time basis (payable in installments of $4,, annually
over the next five years) to avoid these changes?

@ NO =» Ifno, please move on to Plan B
O  YES=> If yes, please continue to part ¢ of this question

¢.  Would you be willing to pay $By on a one time basis (payable in installments of $4, annually
over the next five years) to avoid these changes?

O NO
O YES

A.2 One-Way Down

1.

If the current rates of drainage and sedimentation continue throughout the next decade, the water
quality of Storm Lake will change to:

Fish catch per hour (May/June): 1 fish every 4 hours

Average lake depth: 7 feet
Muck on lake bottom: 20 inches
Water clarity : Objects distinguishable

Y foot under water
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a. Would you be willing to pay $B; on a one time basis (payable in installments of $4;, annually
over the next five years) to avoid these changes and maintain Storm Lakes' current condition?

Q NO = Ifno, please continue to part b of this question
O  YES= Ifyes, please move on to Plan B

b. Would you be willing to pay $B,, on a one time basis (payable in installments of $4,, annually
over the next five years) to avoid these changes?

Q@ NO = Ifno, please continue to part ¢ of this question
Q YES=> If yes, please move on to Plan B

¢. Would you be willing to pay $B; on a one time basis (payable in installments of $4; annually over
the next five years) to avoid these changes?

Q NO
aQ YES

A.3 Double-Bounded

1. If the current rates of drainage and sedimentation continue throughout the next decade, the water
quality of Storm Lake will change to:

Fish catch per hour (May/June): 1 fish every 4 hours

Average lake depth: 7 feet
Muck on lake bottom: 20 inches
Water clarity : Objects distinguishable

Y foot under water

a. Would you be willing to pay $B,, on a one time basis (payable in installments of $4,,annually
over the next five years) to avoid these changes and maintain Storm Lakes' current condition?

Q NO = Ifno, please continue to part b of this question
O  YES= Ifyes, please move on to part ¢ of this question

b. Would you be willing to pay $B,; on a one time basis (payable in installments of $4, annually over
the next five years) to avoid these changes?

a NO
Q YES

c. Would you be willing to pay $B;; on a one time basis (payable in installments of $4,, annually
over the next five years) to avoid these changes?

QO NO
Q YES => Please move on to Plan B

=> Please move on to Plan B
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APPENDIX B: LIKELIHOOD FUNCTIONS
The log-likelihood functions used in estimating the three models presented in Table 3 follow
directly from equation (15) and the assumption that Ine ~ N(0,5). We consider each model in turn.
B.1 First Bid Only
The first bid only model corresponds to the traditional single-bounded dichotomous choice model.
Given the model specifications in subsection 4.2, the i* subject’s response to the first bid offered reveals the
dichotomous choice variable:
5 1 Ing 2Inb;-a
d;(b;) = (B.1)
0 Ing <lnb;~-a

Let ®(x) denote the c.d.f. for a standard normal distribution. The log-likelihood function for our model,

using only the first bid responses, is then given by:

{d(1-@l(nby; - o)/ o])+ (1 - &) @[(In by, —a) / o} (B.2)

M=

£=

1

B.1 With Follow-up

Hanemann, Loomis and Kanninen (1991) provide a specification for the log-likelihood function in
the case of the double-bounded follow-up format. The log-likelihood functions for the follow-up models is
this paper ére more complex, not only because of we model the anchoring effect, but also because of the
variation in follow-up formats used in the Storm Lake surveys. Given the model specifications in subsection

4.2, the i* subject’s response to the k™ bid offered reveals the dichotomous choice variable:

1 lneiz——lnbki—“nb“—

_ a-v)

dy;(byg) = (B.3)
0 Ing, b —ylnb,
L a-v)
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Examining equation (B.3), it is clear that the sequence of Eki 's places an individual’s realization of In(g;)

into one of four disjoint regions of the real number line:S, = [—co,ﬁL -a), S, = [EL —-a, EM -a),

S, = [EM —a,EH —a),orS, = [EH ~a,+o©), where

By

a-v)
In particular, for the one-way up format:
Sl(—co, EL -a)

Sz[EL _aaEM -a)

| S,,[EH ~ L, +00)

Similarly, for the one-way up format
SI(—OO,EL —-a)

Ing; €5 - _
S3[BM 'a,BH -a)

S4[EH ~ 0., +0)

Finally, for the double-bounded format, we have:

[ 5(~0,B ~)
Sz[EL _Q,EM - )

Ing; e g _
S3[BM —a, BH -a)

| S4By —a+0)
Let

1

Iki(x, y)=
0

InB, —vInb,

/(B =1 and d,(By)=0

d,(BL) = dy (Bp) = &3(By) =1

d,(By) = dy(Bpy) = d5(B) = 0
S,[BL —0,By ) & (By) = d,(By) =0 and dy(B,) =1

d,(By) =0 and d,(By) =1

d,(By) =0 and d,(B,)=0
d,(By) =0 and d,(B,)=1
d(By) =1 and d,(By)=0

d\(By) =1 and dy(By) =1

k=L,MH

a](ﬁ]_,) =0

SylBy By ) d,(B)=d,(By) =1 and dy(B,) =0

dl(BH) =1

Ing; €S, (x,y)
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The log-likelihood for the our basic model, when the follow-up questions are used and anchoring is

ignored, is then given by:

=

M

1l
—

{I; In(®[(nB; ~ o)/ c])

1

+1I; In(@[An By — )/ 0] - P[(InBy; — ) / o))
+L; In(@[AnBy; — )/ 6]- P[(InB,; ~ ) / 61)
+I,;In{1- ®[(nby; ~a) /o] )}

(B.10)

When anchoring is controlled for, the likelihood function changes to:

2= 3 {IIn(®[{[InB,, —yInb,]/ (1-7)}-0)/c])

i=1
+1; In(P[{[InBy; —yInby]/ (1-7)} - ) / 6] - P[({[InBy; -y Inb;; ]/ (1-y)} - ) / 5]) B.10)
+ I In(®[({[In By; — y Inby ]/ (1-1)} - ) / 6] - D[{[InByy; —y Inby;]/ (1-7)} - ) / o])
+ 1 In(1- D[({[InBy; v lnby;1/ (1~y)} - ) / o])}
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Table 1
Experimental Design

Target Population
Follow-up Format
Local Residents Recreationists
No Single-Bounded 0 300
Yes One-Way Street Up 100 100
Yes Double-Bounded 100 100
Yes One-Way Street Down 100 100
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Table 2
Bid Values

a. Local Residents

Sample By, Bm By
150 100 200 300
150 200 300 400

Mean Value 150 250 350
b. Recreationists24-

Sample By, Bm By
75 50 125 250
75 75 150 275
75 100 175 325
75 125 225 475

Mean Value 87.5 168.75 331.25

24 The sample sizes listed here refer to the 300 surveys using follow-up. The surveys without follow-up
followed exactly their follow-up counter-parts, but simply excluded the follow-up questions.
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Parameter Estimates

Table 3

Local Residents

Recreationists

First Bid With Follow-up First Bid With Follow-up
Only v=0 Y Only =0 Y
Unconstrained Unconstrained
Median 148.85 139.75 140.65 41.90 64.70 43.10
WTP: (20.1) (13.30) (17.80) (15.70) (7.45) (13.80)
exp(e)
WTP 1.14 1.12 1.10 2.35 1.48 2.10
Dispersion: (:26) (.12) (23) (.61) (.15) (.46)
c
Anchoring n.a. 0 .00 n.a. 0 36
Effect (:20) (.14)
Y
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Figure 1
Alternative Follow-up Formats
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Figure 2
Response Rates
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Figure 3
Recreationists Response Patterns

Total Sample
100
80
60
40
20
0
One-Way Up One-Way Down Double-Bounded
Complete 64.2 93.0 52.3
Incomplete 1.5 4.2 3.1
Overkill 31.3 2.8 43.1
Inconsisten 3.0 : 0.0 1.5
Excluding Protests
100
80
60
40
20
0 |
One-Way Up One-Way Down L Double-Bounded
Complete i 70.0 89.0 54.3
Incomplete [2 2.5 | 5.5 5.7
Overkill 22.5 | 55 37.1
Inconsisten 5.0 0.0 2.9
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Figure 4
Dichotomous Choice Bounds
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Estimated Mean WTP

Estimated WTP Dispersion

Figure 5
Simulation Results
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Natural Resource Damage Assessment under the Oil Pollution Act:
Issues for Comment in NOAA’s Proposed Regulations

Carol Adaire Jones
NOAA Damage Assessment Center
1305 EastWest Highway Station 10218
Silver Spring MD 2(0910-3281
Internet: cjones@nos.noaa.gov
On Januvary 7, 1994 NOAA proposed regulations for performing natural resource damage

assessments under the Oil Pollution Act of 1990. [59 FR 1062-1191, (Part II]. The period for receiving
public comments closes on July 7, 1994. Below is a discussion of issues pertaining to the calculation of

interim lost values pending recovery of injured resources/services, also known as "compensable values’,

on which NOAA is seeking comment.

COMPENSABLE VALUES ISSUES (OTHER THAN CONTINGENT VALUATION)

Much attention has been directed on proposed methods for valuing damages to natural
resources resulting from discharges of oil, particularly tﬁe controversial contingent valuation method.
However, given the expense and time associated with designing and implementing site-specific studies --
employing contingent valuation or other methods -- natural resource trustees have employed alternative
methods for the majority of oil spill damage assessments.

This section discusses and secks comment on two methods included in the natural resource
damage assessment regulations promulgated pursuant to the Oil Pollution Act of 1990: the benefits
transfer method and the habitat or species replacement cost method. These alternatives allow the trustee
to estimate damages for interim lost services at a lower cost than with site-specific studies. Also, a
third alternative may be considered that would involve government expenditures on a resource as a
lower bound for the "value" of that resource. A fourth related issue that we seek comment on is the

appropriate discount rate to be used in calculating the present value of natural resource damage claims.
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Benefits Transfer: The benefits transfer method uses existing estimates of use values or of
valuation functions that were developed in one context to address a similar resource valuation question
in a different context. Transfer of these resource or use values may allow a less time-consuming and

less expensive damage estimation than site-specific valuation analysis.

Specific questions on which NOAA is seeking comment:
In the preamble discussion, NOAA has proposed the following criteria for trustees to consider
in determining whether benefits transfer is appropriate, identifying several questions a trustee(s) should

consider for each criterion:

. the comparability of the resources/services at the original study and at the particular injury
assessment site (the transfer site);

. the comparability of the change in the quality or quantity of the resources/services at the
original study site and the particular assessment site; and

J the quality of the original study.

NOAA is seeking comments on whether these are the appropriate factors to consider, and whether there
are other factors that should be considered.
Additional questions on which NOAA is secking comment pertain to the use of contingent

valuation (CV) studies in a benefits transfer context.

] What conditions should be placed on the transfer of CV studies? Should the proposed
requirements for site-specific CV studies measuring passive use value serve a role in
determining whether the quality of a CV study is adequate for use in benefits transfer? If so,

what role should they serve?
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. Should the conditions be different for valuing direct use losses and for valuing passive use
losses?

. How would the extent of the market be determined for benefits transfer using CVs?

Habitat or Species Replacement Cost: The habitat or species replacement cost method may
be used to estimate damages for lost services from the injured habitats and/or biological resources, when
human services provided by the habitat or species are difficult to quantify. This method involves
estimating damages in terms of the cost of obtaining from an alternative source the equivalent of the
interim lost value of resources and/or services. The method will be utility-theoretic, if the flow of
services provided by the replacement projects provide an gain in (lifetime) utility comparable to that lost
by the injuries.

In order to ensure that the scale of the compensatory restoration or replacement project(s) on
which the cost calculation is based does not over- or under-compensate the public for injuries incurred,
the proposed OPA rule suggests that the trustee must establish an equivalency between the present
discounted value (PDV) of the quantity of lost services and the PDV of the quantity of services

provided by the replacement project(s) over time.

Specific questions on which NOAA is seeking comment:

NOAA is specifically seeking comment on whether the proposed OPA rule has suggested
reasonable requirements for the use of this method. Are there other conditions that must, or should, be
considered?

Gov.'ernment Expenditures: Participants in public meetings have proposed the use of govmcnt
expenditures (per unit of services) as a proxy for the value of those services lost as a result of an

incident.
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Specific questions on which NOAA is seeking comment:
o Should the OPA rule suggest that government expenditures may be used as a proxy for the
value of a resource?

. Under what circumstances would use of this method be appropriate?

For example, two conditions could be that(1)the changes in the quality/quantity of the injured resources
should be related to the (change in) level of government expenditures, and (2) the government programs
for which expenditures have been accounted are the major cause of the changes in the quality/quantity
of the affected resource.

Discount Rate: The proposed OPA rule specifies that the trustee is to use the U.S. Treasury
rate to discount all three categories of damages: restoration costs, interim lost value, and damage
assessment costs. Following the guidance in OMB Circular A-94 (for cost-effectiveness analysis and for
federal leasing), nominal interest rates are to be used with damages in nominal terms (for example, past
damage assessment costs) and real rates (with an adjustment based on the Administration’s prediction

for future inflation published in the President’s budget) are to be used for damages in real terms.

Specific questions on which NOAA is seeking comment:
For restoration costs, what if the return on accounts available to the trustee(s) for placement of
recovered funds is lower than the U.S. Treasury rate, so that the present discounted value of future

restoration costs will not support the full restoration project?

CONTINGENT VALUATION
NOAA is proposing that contingent valuation (CV) can produce estimates of interim lost value,
including lost passive use value, that are reliable enough for use in a judicial or administrative

determination of natural resource damages, including lost passive use value. To achieve the reliability
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necessary for this purpose, the studies must adhere to a set of requirements outlined in the proposed
regulations. This finding follows the guidance provided by the report of the NOAA Blue Ribbon Panel
on Contingent Valuation (chaired by Professors Kenneth Arrow and Robert Solow) and other comments
submitted to NOAA.

The four categories of requirements included in the proposed OPA rule are:

° Survey Design: Requirements specific to CV surveys

. Survey Administration: Generic requirements to produce reliable surveys

. Nature of the Results: Internal validity checks on the survey results

o Reporting: Complete reporting of survey instrument, data, and analysis, pll;s documentation of

rationale for design choices

NOAA worked closely with The Department of the Interior in drafting and refining the
contingent valuation (CV) language for the rule and in outlining the scope of a possible CV guidance
document. The Department of the Interior and NOAA agreed to propose similar language for both the
Comprehensive Environmental Response, Compensation and Liability Act (CERCLA) and Oil Pollution

Act (OPA) rules, thereby providing consistent approaches to CV in the two regulatory schemes.

Regulatory language on CV on which NOAA is seeking comments:

Calibration of elicited values (comparability with "real" transactions): The proposed OPA
rule provides that the respondents’ stated values be divided by two, unless trustee can justify an
alternative calibration factor for the specific case. This calibration procedure is to "correct” for the
combined effects of two countervailing potential biases: the mandated elicitation of willingness to pay
(WTP) measures may undetstaté the correct measure of damages [willingness to accept], whereas the

elicitation of hypothetical WTP in contingent valuation studies may overstate "true" WTP.
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Is calibration appropriate? If so, is the proposed default calibration factor appropriate? On what basis
could "calibration" factors be developed for individual cases?

Performance Tests: Internal Validity Checks: The proposed OPA rule states that two
independent "scope” tests are to be conducted. The tests must show significant changes in respondents’
WTP in response to variations in the scope of injuries (from the injury scenario to be proved in the
case), unless the trustee(s) can show that conducting the test with two scenarios in addition to the base
case is infeasible due to considerations of cost or lack of plausibility of scenarios. The tests are to be
conducted with a separate sample for each scenario, (a "split sample” test). Proposed regulations outline
procedures to limit the differences between the base case and alternative scenarios in order to strengthen
the internal validity tests.

Scope of injury testing: How many sensitivity to "scope of injury” tests are appropriate to
require? Are restrictions on differences between scenarios appropriate? Feasible?

Alternative testing methods: Is it appropriate to allow the trustee(s) to conduct the scope test
with the base survey instrument, by constructing a valuation function to examine whether variations in
belief about injuries predict variations in WTP, controlling for demographic and attitudinal factors? Are
there additional/alternative internal validity test(s) that NOAA should consider?

Response rate: 70% is the minimum allowable response rate contained in the proposed OPA
rule. In order to minimize non-response bias, should a minimum response rate be specified? If so, is
70% the appropriate level? If 70% is not the appropriate rate, what rationale is there for a different rate?

Characteristics of choice mechanism and payment vehicle: In‘ the proposed OPA rule, the
trustee(s) is directed to use a choice mechanism that is credible and incentive-compatible, i.e., one that
does not provide respondents with incentives to understate or overstate their true value. The reasons are
outlined in the preamble for recommending the use of a referendum as the choice mechanism in a

survey. Are these requirements appropriate?
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Additional Issues Not in the Proposed Rule, but on which NOAA is Seeking Comments

Role of prior information about resources/injuries: Should respondents with no knowledge
of the resources and/or injuries prior to survey be assigned a zero value for damages due to the injuries?
What is the appropriate use of data on respondents’ prior information?

Screening test to limit use of CV to "high value” cases: Should there be thresholds for
damages, below which CV could not be used in a damage assessment, €.g., an expected $5/household
times the number of households expected to hold passive values; and/or twice the cost of a contingent
valuation survey following these regulations. What threshold, if any, is appropriate? How would the
threshold be implemented (without performing a CV study)?

Mode of administration: In the proposed rule, the trustee(s) has the option of choosing the
mode of administration of a survey, but the choice must be justified. Is one mode, e.g., in-person,
telephone, or mail, preferable to another? What is the rationale?

Extent of the hlarket for passive use values: Should the rule or preamble provide guidance
on criteria for determining the extent of the market? If yes, what criteria would be appropriate?

Requirements for CV studies to measure direct use values only: What requirements, if any,
should be imposed on CV studies for valuing direct use only?

Réquirements for contingent behavior studies: What requirements, if any, should be

imposed on contingent behavior studies?

Send all comments, or requests for copies of the rule and supporting documentation (preferably on disk),
to:

NOAA Damage Assessment and Regulations Team
202-606-8000; 202-606-4900 FAX

c/o NOAA Damage Assessment Center

1305 East West Highway Station 10218

Silver Spring MD 20910-3281
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EFFICIENCY v. BIAS OF WILLINGNESS-TO-PAY ESTIMATES:

BIVARIATE AND INTERVAL-DATA MODELS.
by

Anna Alberini!
Resources for the Future
1616 P Street, NW
Washington, DC 20036
(e-mail: alberini@rff.bitnet)

Abstract

Dichotomous choice contingent valuation (CV) surveys with a follow-up attempt to obtain more precise
information about the respondents’ willingness to pay for environmental quality while at the same time
preserving the desirable properties of the referendum CV method. This paper offers a contribution along
this line of research by comparing the interval-data models traditionally associated with these surveys and
the recently proposed bivariate binary response models. The latter allow for the responses to the two
payment questions to be driven by two, potentially different, and potentially correlated, unobserved
willingness to pay (WTP) values. A simulation study shows that the interval-data WTP estimates can be
surprisingly robust to departures from the true, bivariate model, and that in many situations with highly
correlated WTP values, which are likely to be of interest to CV researchers, the interval-data model is
superior to the bivariate model for WTP in terms of the mean square error of the estimates. This is
confirmed by one of the two empirical examples reported in the paper, in which the interval-data
estimates might be preferred over the bivariate model estimates because of their small biases and large
gains in efficiency. Another example demonstrates that the two competing models have a different degree
of robustness- in the presence of observations in the tails of the WTP distribution, a poor choice of the
fitted WTP distribution, and responses contaminated by strategic considerations or "yea-saying".

1 Anna Alberini is a Fellow at Resources for the Future, Quality of the Environment Division. The Author
would like to thank Richard Carson, Barbara Kanninen and Ray Kopp for their comments on earlier
versions of the paper. The Author gratefully acknowledges the support of the Fondazione E.N.I. Mattei,
Milan (Italy). The usual disclaimer applies.
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EFFICIENCY v. BIAS OF WILLINGNESS-TO-PAY ESTIMATES:
BIVARIATE AND INTERVAL-DATA MODELS.

1. INTRODUCTION.

The discrete choice approach to eliciting willingness 0 pay (WTP) in contingent valuation
surveys has become a commonly used method to obtain information about the public's valuation of a good,
environmental plan or natural resource. The NOAA Panel on Contingent Valuation [2] has recently
sanctioned the use of the dichotomous choice approach to contingent valution (CV), and thus consolidated
its popularity. Researchers are by now familiar with fitting logit, probit or other binary response models
to discrete choice CV survey data to obtain estimates of the parameters of the latent WTP variable, and
statistics that are meaningful for benefit-cost analysis purposes, such as mean or median WTP.

In order to refine the information about WTP while at the same time preserving the desirable
characteristics of discrete choice surveys, CV practitioners have implemented discrete choice surveys with
a follow-up payment question (Carson, Hanemann and Mitchell [4]). The corresponding double-bound or
interval-data models of WTP have been shown to produce more efficient estimates than those obtained
fitting single;bound models of WTP that use only the responses to the first payment question (Hanemann,
Loomis and Kanninen [7]).

Much controversy has, however, been stirred by the extreme sensitivity of interval-data WTP
estimates to the choice of the distribution for WTP (see Carson et al., [5], for an example), and by reports
of CV surveys in which WTP was found to change systematically between the first and the second
payment questions (Hanemann, Loomis and Kanninen [7]; McFadden and Leonard [9]). Cameron and
Quiggin [3] recently suggested that respondents might form two WTP values, one for each of the payment
questions, and that these two WTP values are likely to be correlated but need not be identical. The
bivariate binary response model derived under this assumption was applied to the data from a CV survey
conducted in Australia and resulted in estimates of WTP from a bivariate model that were dramatically

different from the double-bound estimates, even though the double-bound model was expected to be a
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rather close approximation of the bivariate model. Since the WTP estimates from CV surveys are used to
form policy recommendations, and t0 recover the damages to natural resdurces caused by accidents
involving hazardous substances and oil spills under CERCLA (1980), these findings are disturbing. They
seem to imply that small changes in the econometric models of WTP or in the WTP elicitation technique,
such as addding a follow-up question, can refute the feasibility of a policy, or the amount of the settlement
for the damage to natural resources sought by government agencies in CERCLA litigations.

This paper focuses on the comparison between the WTP estimates from ‘double-bound and
bivariate models based on a normal WTP. In Section 2 it is shown that the standard double-bound model
is a special case of a bivariate probit model in which appropriate restrictions are imposed on the
parameters of the WTP to ensure that the first and second WTP values are identical. Among the other
restrictions, a double-bound model assumes that the correlation between the first and the second WTP
amounts is perfect. Section 3 presents a simulation exercise that explores the effect on the estimates of
fitting an interval-data model although a bivariate probit model is the correct statistical framework, and
viceversa. As expected, the interval-data estimates are always more efficient, but become biased when the
true correlation coefficient departs from one. For sufficiently high correlation, however, the biases are
very small relative to the gains in efficiency ensured by the interval-data model, and the latter is superior
in terms of the mean square errors of the estimates. CV practitioners are further reminded that, while it
might be tempting to estimate a bivariate probit model and check the interval-data specification using a
classical test of the null hypothesis that the correlation coefficient is one, it is not correct to proceed in this
fashion. The classical tests have been developed under the assumption that the true value of the
parameter, or the valué hypothesized by the null, lies in an interior of the parameter space (i.e., the
correlation coefficient p lies strictly within the (-1,1) range), and their properties when the true parameter
p is on the frontier of the parameter space (p=+1) are not well known.

Two empirical examples are reported in Section 4 that demonstrate how a model selection

strategy might be based on trading off efficiency and bias of the estimates, and how large discrepancies
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between the interval-data and the bivariate probit estimates may due to a non-normal, thick-tailed WTP,
or possibly to the failure of the maintained mapping between latent WTP's and observed responses.

Section 5 provides some concluding remarks.

2. INTERVAL-DATA AND BIVARIATE PROBIT MODELS.

Interval-data models assume that one respondent's responses to the initial and the follow-up
dichotomous choice payment questions are driven by a single WTP amount. The survey protocol itself is
based on this assuraption, since the bid offered with the second question depends on the information
gained from the response to the initial payment question. The contributions to the likelihood of an
interval-data model from each pair of observations are given in Table I for the situation in which
WTP, = xB +¢,, where €, is a normal i.i.d. error term with mean zero and variance G, x, is a vector of

individual characteristics and [ is a vector of inknown parameters of compatible dimension.

Table I. Contributions to the likelihood for bivariate probit and interval-data probit model.2

type of responses interval-data probit bivariate probit
@ 2
no,no D(z,) D(z,,25,P)
no,yes D(z,)—-D(z,) D(z,)—D(z;,2,.P)
yes,no D(z,)—D(z,) D(z,)—D(z,,2,.p)
yes,yes 1-9(z,) 1-D(z,,2,,p) —DP(z,)—P(z,)

azn = (ca —xiBI)/cl’ Zy

=(c,—xB,)/0,, c, is the first bid assigned to the i-th respondent, ¢, is the

follow-up bid, ®(e) is the standard normal cdf and ®(e,e,p) is the standard bivariate normal cdf with
correlation coefficient p. z,, <z, (z,, > z,) if the answer to the initial payment question is no (yes).

Cameron and Quiggih [3] suggested that the respondents may well refer to rwo WTP values in

the survey, one for each of the two payment questions. The underlying WTP values is described by the

bivariate system:

1)

WIF, =xin+sa
WTF, =x.'Bz+€iz
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The error terms €, and €, are assumed to be jointly normally distributed with means zero,

variances ¢ and 62, and correlation p. The bivariate model (1) can be interpreted to mean that, if the

respondents’ exact numerical WTP values could be observed, the first could be used to construct a linear

and unbiased predictor for the second using the properties of conditional normal distributions:
E(WTE,IWTE,) = xB, +P%[wn;—xp, ]. Such prediction would, of course, be subject to a random

1
prediction error: the higher the correlation between the two variables, the better the prediction (the
smaller the variance of the prediction error). If both responses are driven by a single WTP amount,
B, =B,, 0, =0,, and p=1, the prediction error is equal to zero and WTF, = WIF,. The contributions to
the likelihood from each pair of responses are given in Table I. The familiar interval-data (or double-
bound) model is a special case of the more general bivariate model with B, =B,, o, =0,, and p=1, which
forces WTE, to be identical to WIE,, since ®(z,,z,,p) tends to ®(min(z,,z,)) for p—1.2

Specific hypotheses about the B's, ¢'s and the free correlation parameter p of the bivariate probit
model can be tested by means of a classical test of hypotheses, such as a likelihood ratio or a Wald-type

test. Either test could be used, for instance, to check that B, =B, and 6, =G, the choice of the test being

dictated by convenience and computational ease, since they are asymptotically equivalent under the null

2Using the data from a CV survey about the use of natural resources of Kakadu Conservation Zone and
Kakadu National Park in Australia (Carson, Wilks and Imber [6]), Cameron and Quiggin [3] fitted an
interval-data model based on a normal WTP, obtaining an estimated mean/median WTP of about A$ 510,
A bivariate probit model which relaxed the assumption that p=1 and estimated a free correlation
parameter produced a dramatically different estimated mean/median WTP of A$ 150 and a correlation
coefficient between individual WTP amounts of 0.95 (see Appendix).

3The classical tests of hypothesis rely on the asymptotic distribution of the parameter estimates under the
null being normal and centered around the values specified by the null hypothesis. The likelihood ratio
(LR) test is based on the difference between the constrained and the unconstrained log likelihood
functions evaluated at their respective optima. The test statistic is LR=~2*[log L—log L], where log L,
is the constrained log hkehhood funcuon The Wald test requu'es only the unconstrained esumatcs and is
generally written as W = (B Bo)’V"(B)(B B,), where V(B) is the covariance matrix of B and B, is the
value of B specified by the null hypothesis. The likelihood ratio, the Wald and another classical test, the
score test (Amemiya [1]), are distributed as a chi square with g degrees of freedom under the null
hypothesis, g being the number of independent restrictions specified by the null.
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hypothesis. It should be emphasized, however, that it is not appropriate from the statistical point of view
to apply a classical test of the hypothesis that p=1.

The asymptotic distribution of convergence of the classical tests under the null hypothesis are, in
fact, derived under the assumption that the true parameters are in the interior of the parameter space (see
Amemiya [1]). A correlation coefficient of one, which is on the frontier of the parameter space,
invalidates the latter assumption:. as a result, the parameter estimates may not be well-behaved, the
distribution of convergence of the test statistics may be non-standard and the empirical sizes of the test
statistics (the frequency of rejection of the null hypothesis that the estimate of a parameter is equal to the
true value of the parameter) may be different from the nominal sizes of the tests (5% or 1%). As a
consequence, the outcome of a test of the null that p=1 should not be used as a means of model selection

between the bivariate and the double-bound models.

3. EFFICIENCY V. BIAS: EVIDENCE FROM A SIMULATION EXERCISE.

A simulation exercise was designed and run to verify the effect of fitting a bivariate probit model
when the appropriate statistical framework is the interval-data probit model, and fitting an interval-data
probit model when the true WTP is a bivariate normal. Numbers representing the underlying WTP
amounts on a continuous scale were randomly drawn from a bivariate normal variable with correlation
coefficient p and split into pairs of binary responses using predetermined sets of threshold values.* The

correlation coefficient was varied over different sets of simulations (p=0.2, 0.6, 0.9 and 1.0).

4The binary response corresponding to the first payment question was assigned a value of one if the latent
WTP amount was greater than the first bid, and of zero otherwise. A similar procedure was followed to
create the binary response corresponding the second payment question using the second WTP amount and
the follow-up bid value. The set of first bids was comprised of the values £1.35, 0.91c+u, 10.60c+u, +
0.250+p and +0.116+u. The set of the second bids of the values included 0.116+y, 0.230+, 0.350+4,
0470+, 0.600+, 0.75c+1, 0.916+, 1.100+u, 1330+, 1.696+u Gf the first response was positive)
and -1.696+Hu4, -1.336+y, -1.100+y, -0.91c+y, -0.750+y, -0.60c+y, -0.47c+y, -0.350+y, -0.250+y, -
0.11c+p (if the first response was negative), where |1 is the population mean WTP and o is the population
standard deviation assumed for the simulations. The follow-up bid values were calculated as the median
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When p is equal to one, the appropriate statistical model is the interval-data model. In this case,
however, a bivariate model would be overparametrized, but not incorrect, since the interval-data probit
model is a special case of the bivariate probit model for correlation coefficient p tending to one.

When p is less than one (p=0.2, 0.6, 0.9 in the present simulation study) the correct statistical
model is the bivariate probit. The interval-data estimates can be expected to be biased if the individual
responses are generated by a bivariate WTP with correlation coefficient strictly less than one. In order to
grasp why the estimates are likely to be biased, consider the contribution to the likelihood of each of the
possible pairs of responses predicted by the two alternative models and reported in Table I. If the latent
WTP's are jointly normally distributed, the correct probabilities of observing each pair of responses are
read in column (2) of Table I. Assume now that an interval-data probit model is fitted, although the true
moadel is a bivariate probit. If the true values of the parameters are plugged in the expressions for the
contributions to the log likelihood of the interval-data probit model (column (1) of Table I), the probability

of a ("no", "no") pair is overestimated, those of a ("no", "yes") and a ("yes", "no") pair are understimated,

" on

and that of a ("yes , yes") pair is overestimated, since ®(z,) 2 ®(z,,z,,p) for p20. The ML estimates
from the interval-data probit model, 6 , will adjust towards the values 6°, possibly different from the true
parameters 6, that make the counts of responses predicted by the interval-data model as close as possible
to the actual counts. The bias of the interval-data estimates that does not vanish as the sample size
increases, 0" — 0, is likely to be small when the interval-data model constitutes a small departure from the
bivariate probit (i.e., for p close to one), and more substantial when the interval-data model is farther from
the true model (i.e., for iow )3

The simulations were organized into two sets. No regressors were used to generate the latent
WTP data in the first set of simulations, whereas a constant and two regressors, also drawn from a normal

distribution, were included in the second set of simulations. In both sets for simplicity the data were

of the normal distribution truncated from below at the first bid value if the first response was positive, and
from above at the first bid value if the first response was negative. A random subsample of 100
observations were assigned to each of the initial bids.
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generated holding the parameters B and ¢ of the bivariate normal WTP constant across the two WTP
equations, and the estimated bivariate probit models also imposed these restn'étions. 500 replications
were done using a sample size of 1000. Only the results of the simulations without covariates are reported
and discussed in this paper.

Table II reports summary statistics of the simulations regarding the WTP model without
covariates. Clearly, when the interval-data model is the correct statistical framework (when p is equal to
1), the interval-data estimates are virtually unbiased (the biases are 0.1% and 0.2%, respectively, of the
true values of the parameters) and approximately normally distributed.> Table II also reports the
empirical size for each of the coefficient, the nominal size being 0.05.% The empirical size for the
intercept is close to 5%, whereas the test is slightly conservative for the scale parameter.

Surprisingly, the estimates of B, incur no substantial distortions as the correlation departs from
one (in which case a bivariate probit would be the correct model): even for p as low as 0.2 the bias of ﬁo is
no larger than -0.3% of the true value of B,. This is also confirmed by the size for that coefficient, which

is very close to 5% for all of the values of the correlation here considered.

5The bias of the estimate of a parameter © is defined as E(@—0) and is easily computed from Table II as
the difference between the average value of 6 over the replications and the true value of the parameter, .

$The empirical size is essentially the relative frequency of the replications in which the null hypothesis
that the estimate of a parameter, 0, is equal to the true value of the parameter, 0, is rejected at the 5%
significance level. The model and the estimates are well behaved when the empirical size of a parameter

is approximately 5%. Biased estimates or other problems with the distributions of convergence of the
estimates typically result in empirical sizes that are higher than the nominal size.
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Table II.  Simulation Results. True Model: Bivariate Normal with B,=2, 6*=10 and correlation

coefficient p. 500 replications. Sample size: 1000.

Fitted Model: Interval-Data Model

Intercept B, p=02 p=0.6 p=0.9 p=1.0 @
mean 1.9952 1.9973 1.9931 1.9971
standard deviation 0.0816 0.0933 0.1055 0.1081
min. 1.7062 1.6189 1.5801 1.6126
max. 22306 22379 22932 2.2830
skewness -0.0514 -0.1066 -0.2203 -0.1023
kurtosis 3.0269 3.2747 34894 3.1042
empirical size () 0.0469 A
scale 6 o
mean 23595 2.7280 3.0894 3.1549
standard deviation 0.0709 0.0855 0.1032 0.1080
min. 2.1446 2.4454 27777 2.8261
max. 2.6087 29690 34072 34715
skewness -0.0809 -0.0761 0.0083 0.0196
kurtosis 3.0686 3.3307 29738 2.6411
empirical size 1.0000 0.9980 0.1080 0.0380
Fitted Model: Bivariate Probit Model
Intercept B, p=0.2 p=0.6 p=0.9 p=1.0 @
mean 1.9932 1.9965 1.9928 1.9972
standard deviation 0.0995 0.1046 0.1083 0.1094
min. 1.6362 1.5695 1.5677 1.5993
max. 22517 27212 2.2967 2.3010
skewness -0.0593 -0.1201 -0.2267 -0.1044
kurtosis
empirical size
scale ¢
mean . . . .
standard deviation 0.2041 0.1983 0.1474 0.1261
min. 2.5533 2.6011 2.7999 2.8261
max. 3.8366 3.8223 3.8097 3.7389
skewness 0.1285 0.2137 0.5037 0.3503
kurtosis 3.3554 3.3122 3.6641 3.6032
empirical size 0.0540 0.0600 0.0440 0.0580
correlation p o . .
mean . 0.6092 0.9025 0.9528
standard deviation 0.0982 0.0916 0.0778 0.0571
min. -0.0722 0.3453 0.6580 0.7323
max. 0.4870 0.9956 0.9999 0.9999
skewness 02972 0.1276 -0.5935 -1.3391
kurtosis 32133 3.5495 27506 43707
empirical size 0.0600 0.0620 0.0340 0.0640

(a) The interval-data model] is the correct model when p=1. (b) The nominal size is 5%.
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The interval-data estimate of the scale parameter, G, is much more susceptible of becoming
biased when the value of p is different from one. Fitting an interval-data model instead of the correct
bivariate probit when p=0.2, 0.6 or 0.9 results in downward biases of the scaie parameter, and in smaller
variances of G than with the bivariate probit. The bias of ¢ is very small when p=0.9 (about -2%) and
results in an empirical size that is slightly in excess of the nominal size, but not by much (10%). The bias
of ¢ becomes more pronounced for larger departures of p from one. When the correlation coefficient is
0.6, the average G over the replications is 2.7280, a lower value than the true scale by about 14%, and
even the largest \est1matc of o over the replications (2.9690) is smaller than the true 6. The empirical size
for 6 is 99.98%, which means that G is virtually always biased. For p=0.2 the average value of ¢ over
the replications is about 2.35 (with a -25% bias), and the largest estimate was 2.6087, a value that is
smaller than the true ¢ (3.1629).

In contrast, when the true correlation coefficient is 0.2, 0.6 and 0.9 and the correct statistical

model, the bivariate probit, is fitted, the estimates for the coefficients are always effectively unbiased (the

biases were no larger than -0.3% for B, and 1% for ) and the empirical size are always very close (0 the
5% nominal size, with the only exception of the slightly conservative test for p in the simulation with
true p equal to 0.6.

The variances of the estimates from the bivariate probit model are always larger than those of the
interval-data estimates. The loss in efficiency for P, occurring when moving from an interval-data
specification to a bivariate probit specification is 'very small when p=1.0, is still quite small but slightly
larger when p=0.9, and becomes quite pronounced for p=0.6 and p=0.2. Because of their lower variances
and negligible biases, the interval-data estimates of B, are superior in terms of the mean square error
(MSE) criterion, even in the situations in which the interval-data model is the wrong model (i.e. when the

correlation is strictly less than one).” The bivariate probit estimates of ¢ are markedly less efficient than

"The mean square error is defined as MSE(@) = Var(§)+[Bia.fr((A9)]2 and is easily calculated from Tables
II and III by adding together the square standard deviation of the estimates and the square difference of

the average value of 6 and the true value of the parameter, 6. The MSE's for B, are 0.0067 (p=0.2),

288



the interval-data G : their variances are at least about 1.4 times those from the interval-data model (for the
case where p=1.0), become twice as large for p=0.9 and eight times as large for the lowest value of the
correlation considered in this paper. In terms of the MSE criterion, the interval-data estimates of ¢ are
better when the correlation is 0.9 and 1.0 (the MSE's being 0.0160 and 0.0117 vis-a-vis 0.0221 and
0.0168, respectively, for the bivariate probit model), but become inferior for smaller values of the
correlation because of the large biases brought upon the interval-data estimates in those situations.

We were particularly interested in the bebavior of p when there is perfect correlation between
the WTP amounts. The average correlation coefficient over the replications was 0.9528, with individual
values as low as 0.7323. The empirical size for p was only slightly in excess of the nominal size, a rather
surprising result in light of our anticipation of more serious problems with the actual size when the true
value of the parameter lies on the frontier of the parameter space. However, the histogram of the

estimated p's (not reported) and the heavy skewness and kurtosis show that p is not normally distributed.

4. EFFICIENCY V. BIAS: EXAMPLES AND ALTERNATIVE MODELS.

In order to further explore the tradeoff of efficiency and bias, bivariate probit and interval-data
models were fitted to the data collected through two well-known CV surveys. In the first example the
empirical evidence supports the notion that the interval-data model might be preferred over the bivariate
model because the difference in the WTP estimates is very small and the gain in efficiency from using the
interval-data model quite large. The second example produces a larger difference between the estimates
from the two alternative models. It is speculated that such difference might be due to the different degree
of sensitivity of the alternative models vto influential observations from the tails of the WTP distribution,

and that other models should be devised that better suit the data.

0.0087 (p=0.6), 0.0112 (p=0.9) and 0.0117 (p=1.0) with the interval-data model, and (in order) 0.0100,
0.0109, 0.0118 and 0.0120 with the bivariate probit model.
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Kakadu Conservation Zone CV Survey.

A contingent valuation survey was conducted by the Australian Resource Assessment
Commission in 1990 as part of a cost-benefit analysis effort to evaluate options for the use of the resources
of the Kakadu Conservation Zone (KCZ) (see Carson, Wilks and Imber [6]). The survey had a
dichotomous-choice format with a follow-up. The survey instruments created two scenarios. The first
depicted a more moderate ("MINOR") environmental impact on KCZ from mining, which was effectively
limited to the areas of KCZ in the immediate vicinity of proposed mine sites, whereas the other
("MAJOR") implied a much higher environmental risk. To obtain a clean dataset, respondents that
reported implausible WTP values were dropped from the sample following the method for consistency
checks suggested in Carson, Wilks and Imber [6]. Cleaning the dataset did not alter the structure of the
division of the minor-impact respondents among the categories of the answers, but did "trim" the upper
tail of WTP somewhat by dropping some respondents that were assigned the highest bid values and had
given ("yes", "yes") responses (see Appendix).

Only the results for the minor-impact subsample for untransformed WTP and without covariates
are reported in this paper for ease of comparison with the Cameron and Quiggin _papcr.8 The estimates
for the mean/median WTP based on the sample used in this paper are just a little bit lower than those of
the Cameron-Quiggin paper, as a result of excluding implausibly large values through the consistency
checks and including respondents from the Northern Territories, who were found to have, on average,
significantly lower values than the residents of the rest of Australia (Carson, Wilks and Imber [6]). There
is virtually perfect agreement between the estimates of the correlation coefficient between the WTP
variables in this paper and in the Cameron-Quiggin paper. The bivariate probit model of Table III

assumes that p, =y, and 6, =0, and obtains an estimated median WTP of A$ 87.16, and a standard

8The assumption of normal WTP's may be inadequate. Carson, Wilks and Imber [6], for instance, fit a
Weibull double-bound model to the survey data. The sample used in this paper is slightly larger than that
used by Cameron and Quiggin because it came from a broader overall sample. Its composition is also
likely to be somewhat different, because the present sample may have excluded some respondents of the
Cameron-Quiggin sample that did not meet the consistency checks.
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deviation of A$ 453.93. The value of the correlation coefficient is very close to one, being about 0.97.
The interval-data estimate for median WTP, A$ 76.25, is reasonably close to that of the bivariate probit
(A$ 87.16) and in fact the latter falls within the 95% confidence interval around p based on the interval-
data estimate (A$ 60.11-92.39). Furthermore, the standard error around {i is 8.23, and is smaller than
the standard error around {i from the bivariate model (12.53) by about one-third. The variance of the
interval-data estimate is thus half of that from the bivariate probit model. The length of the 95%
confidence interval around p is A$ 32.28 with the interval-data estimates, and A$ 48.54 with the bivariate
probit estimates. The estimate for the standard deviation of WTP, o, from the interval-data model is
$265.18 and is less than that from the bivariate probit model, once again confirming the results of the
simulation exercise.?

In this example the tradeoff between bias and efficiency appears to be in favor of using the
interval-data model: the bias of the estimate of the mean/median WTP, if any, is negligible, and a large
gain in efficiency over the estimates from the bivariate model is observed. These results can be contrasted
with those of the Cameron-Quiggin paper to suggest that the large differences there detected between the
sets of estimates from the alternative models might have been determined by an excessively thick upper

tail of the WTP distribution.

Alaska CV Survey.

A CV survey was conducted in 1992 to measure the passive loss of benefits caused by the 1989
Exxon-Valdez oil spill in Prince William Sound (Carson et al. [5]). The breakdown of the respondents
among the categories of answers was substantially different from that observed with the KCZ survey. The

KCZ study appears to have the majority of the respondents concentrated in the ("no", "no") and ("yes",

9The value of the log likelihood is lower for the interval-data model than for the bivariate probit model,
but we cannot use the standard likelihood ratio test to discriminate between these alternative models
because, as discussed earlier, the distribution of this test statistic is not known when the restriction being
tested (whether p=1) is on the frontier of the parameter space.
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"yes™) categories (approximately 40% and 46%, respectively, for the minor-impact subsample, and 35%
and 50% for the entire sample), with very few falling in the other two classes. In the Alaska survey the
bulk of the respondents appears to be in the ("no", "no") category (about 40% overall), with a marked
increase in the ("yes", "no") class (about 25%) and a substantial decrease in the (“yes", "yes") category
relative to the KCZ study. A surprising 30% of the Alaska respondents queried at the lower bid levels
declined paying even as little as $5. Furthermore, there is no significant change in the distribution
between categories of responses whether the initial payment question is $30 or $60, whereas the fraction
of respondents whose WTP values fall between 10 and 30, 30 and 60, and 60 and 120 appears to change
systematically with the questionnaire version. Overall, the incidence of "no" responses t the second
payment question (64.43%) appears to be very high.1°

The interval-data probit produces an estimated mean/median WTP of $ 45.51 and an estimated
standard deviation of $ 109.42, which is, once again, much lower than any of the 6 from the bivariate
probit models. This time the 95% interval around the median from the interval-data estimate ($ 37.71-
53.31) does not cover the bivariate probit median WTP. The standard error around the interval-data
estimate is by about one-third lower than that around the bivariate probit median WTP from the first

equation.

10Carson at al. [9] are aware of the large count of "no" responses to the follow-up question and offer an
interpretation of this phenomenon based on the focus groups that preceded the survey. They suggest that
respondents who answered "yes" to the first payment question are likely to say "no" in the follow-up
because they think the goverment would waste the extra money requested to implement the plan to prevent
oil spills described in the survey. Respondents who answered "no" to the initial payment question are also
likely to answer "no" to the second payment question because they feel that the government would provide
a good of inferior quality at the lower price, or that the government has a lower probability of providing
the good at the lower cost amount.
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Table L. Bivariate probit and Interval-data models of the Kakadu and Alaska CV surveys. (Standard
errors in Parentheses).

Australia's Kakadu CV Alaska CV Survey Alaska CV Survey
Survey (Cleaned Data).
Latent variable: WTP. Latent variable: WTP | Latent variable: logWTP
Bivariate | Interval- Bivariate Interval- Bivariate Interval-
Probit data Probit data Probit data
Model Model Model
7 87.16 76.25 28.78 45.51 3.0754 3.366
(17.22) - (8.23) (7.38) (3.90) (0.1467) (0.0711)
o 453.93 265.18 191.50 109.42 36121 2.003
80.02) | (13.80) (21.70) “4.66) (0.4988) (0.0846)
p 0.9694 1 0.6975 1 0.6847 1
(0.0103) 0.04) (0.0477)
sample 1088 1088 1043 1043 1043 1043
size
log L -1154.10 -1179.61 -1307.58 -1397.83 | -1347.837 | -1373.339
Implied A$87.16 | A$76.25 $28.78 $45.51 $21.66 $28.97
Median (17.22) (8.23) (1.38) 3.90) (3.1760) (2.0689)
WTP

The discrepancy between the WTP estimates could be the result of WTP being poorly
approximated by a normal distribution, a finding also reported in Carson et al. [5]. We thus fitted a
interval-data and bivariate probit based on the assumption of a log normal WTP. The interval-data model
once again gives a lower G than the value of the bivariate model and pegs the median WTP at $ 28.97.
The bivariate model produces an estimated median of $ 21.66, which is not covered by the 95%
confidence interval around the median from the interval-data model. The standard error around the
interval-data estimate of median WTP is two-thirds that from the bivariate probit model. It is also found
that the mean WTP is estimated at the seemingly reasonable value of $§ 215.38 using the interval-data
model, but jumps to a value of $ 14,750.51 with the bivariate probit model.

Choosing between a bivariate probit and an interval-data model would be quite difficult in this

situation. Indeed, the discrepancy between the sets of estimates from the two models, the lower

293



correlation coefficient between WTP's, and observation of the distribution among response categories (see
Appendix) suggests that WTP is not very well explained as a normal (or as a log normal) or by the
maintained mapping from latent WTP's to observed responses. Many have in fact suggested that moving
to a mixture of models or a model with a "spike" (Johansson et al. [8]) at a WTP value of zero might be a

sensible modeling strategy for the Alaska data.

5. CONCLUSIONS.

This paper explores the consequences of fitting an interval-data model to discrete choice CV data
with a follow-up when the WTP responses are generated by a bivariate process, and fitting a bivariate
model when the most parsimonious statistical framework is an interval-data model. The simulations of
this paper show that the interval-data estimates for the mean/median WTP can be surprisingly robust to
low values of p, although the interval-data model is technically wrong. As a result, an interval-data
model is often superior to a bivariate model in terms of the criterion of the mean square error of the WTP
estimates. This suggests that the researcher's model selection strategy might be in favor of the interval-
data model, even though the correlation between WTP values is less than perfect, if the biases of the
interval-data WTP estimates are sufficiently small relative to the gain in efficiency over the bivariate
probit estimates. 'ihis is likely to be the case in many CV surveys in which the coefficient of correlation
between a respondent's two WTP values can be expected to be close to one.

This paper further suggests that it is possible that the large biases of the estimates of the interval-
data model found by Cameron and Quiggin [3] might be the result of, or might have been made worse by,
a poor choice of the distribution assumed by the fitted ipterval-data model. The performances of the
bivariate and the interval-data models in the presence of departures of WTP from normality are not well
known, and therefore all results should be interpreted with cantion. This point and the efficiency v. bias
tradeoff are illustrated using two examples based on actual CV survey data. The first dataset is a
"cleaned” version of the dataset used by Cameron and Quiggin, which appears to have effectively

"trimmed" the upper tail of the WTP distribution. Because the interval-data estimates of mean/median
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WTP are found to be very close to those from the bivariate model, and have a standard error that is
smaller by about one-third, the interval-data estimates appear to offer a desirable tradeoff between bias
and efficiency. In the second example the discrepancy between the bivariate probit estimates and the
interval-data estimates of WTP hints at the need for a better model than the standard bivariate or interval-
data equations, and is indeed 2 useful, informal diagnostic check of the assumptions about WTP usually
made by CV researchers.

The lesson from these examples (and from the Cameron-Quiggin paper) is that bivariate probit
and interval-data models are likely to provide different degrees of robustness to the presence of influential
observations from the tails of the distribution of W'I‘P or small departures from normality. Whether
interval-data or bivariate probit models perform better appears to depend on the specific response patterns
in the data under investigation. The bivariate probit model performed better than the interval-data model
in the Cameron-Quiggin paper in terms of biases of the estimates, but a "trimmed" version of the same
dataset produced WTP estimates that were very close, aqd markedly more efficient with the interval-data
specification. The data from the Alaska CV survey points at the possibility that the bivariate model might
be quite semsitive to the presence of rcéponses "contaminated” by strategic considerations or "yea-" or
"nay-saying" (Mitchell and Carson [10]). CV praqiﬁoners are advised to estimate both interval-data and
bivariate probit models as part of the initial specification searches for the WTP model. They are also
warmed not to use the outcome of a test of the hypothesis that p=1 to choose between these alternative
models, because this test is not well behaved when the correlation between the two WTP amounts is

perfect.
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APPENDIX

Table A.1. Summary of the Australia Kakadu Conservation Zone CV survey. Minor impact only.

First bid % (no,no) %(no,yes) o(yes,no) o(yes,yes) N
(Second bids)
520,2) 35.15 2.39 6.48 55.97 293
20 (50, 5) 35.76 3.82 5.56 54.86 288
50 (100, 20) 43.14 10.98 38.82 255
100 (250, 50) 49.60 8.33 34.52 252
Overall 40.53 7.72 46.49 1088
Overall in the
Cameron-
Quiggin paper

Table A.2. WTP estimates from the Cameron-Quiggin paper. (Standard Errors in parentheses)

Bivariate probit model Interval-data model

Median/mean WTP (in A$) 150.22 510.10

(23.81) (58.36)
Standard deviation of WTP () 47242 1437.81

(80.34) ' (113.30)
Correlation coefficient p 0.9520 1

(0.01)
Log likelihood function -1083.83 -1364.55

Table A.3. Summary of the Alaska CV survey data.

First bid % (no,no) %(no,yes) %(yes,no) Y%(yes,yes) N
(Second bids)
10 (30,5) 29.55 3.03 23.35 45.08 264
30 (60, 10) 36.70 11.61 25.84 25.84 267
60 (120, 30) 39.70 9.84 29.13 21.26 255
120 (250, 60) 54.09 11.67 20.62 13.62 257
Overall 39.79 9.11 24.64 26.00 1043
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Three Stochastic Specifications of a Discrete/Continuous
Choice Model of Demand Under Block Rate Pricing

The residential demand for water services has been the subject of a lengthy literature. This
literature has focused on the issues for both model specification and estimation introduced by the
occurrence of block rate pricing of water services. This paper presents another view of specification of
the demand model under block rate pricing, the discrete-continuous (D/C) choice model, and examines
three stochastic specifications of the general model. The paper proceeds as follows. The first section
presents a brief review of the issues in the water demand literature. In the second section, the D/C
choice model is applied to behavior under block rate pricing, and in the third, the stochastic
specification of the D/C choice model is addressed. In the fourth section, the results of estimating the
D/C choice model, using a dataset that has appeared previously (Nieswiadomy and Molina, 1989), are

presented and discussed. Summary and concluding remarks follow.

A BRIEF OVERVIEW OF THE LITERATURE

The main objective of most empirical studies of residential water demand is to calculate the
price elasticity of demand. Unlike other demand literatures, however, very little of the debate in the
water literature has focused on functional specification: the functional forms used are linear,
| semilogarithmic, power, and multiplicative forms (which include some power terms and some
exponential terms). Estimation technique has been an issue for debate, though the discussion has been
restricted to regression methods, including OLS, instrumental variables, and two- and three-stage least
squares. A key observation to be made regarding water detnand studies is that until Jones and Morris

(1984), no study used disaggregate household level data; earlier studies used citywide or service area
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data which are assumed to describe the average houschold, but gloss over the heterogeneity of
individual households.'

Regarding model specification and estimation technique, the literature may be summarized as
follows. From Howe and Linaweaver’s (1967) study forward, a persuasive argument existed in the
literature to use marginal price in specifying a demand equation, rather than average price. After the
work in the electricity demand literature of Taylor (1975) and Nordin (1976), the marginal price
specification was modified to include a difference variable to account for the lump sum transfers implied
by block rates.* The initial studies which followed then focused on the question of which model was
the correct model: a specification using average price, or a specification based upon marginal price and
difference. Later studies focused on the marginal price and difference specification (despite mixed
evidence of pitting the two models) but used instrumental variable and two- and three-stage least squares
estimation techniques to deal with the apparent simultaneity of price, quantity and difference. Price
elasticity estimates in these studies range from zero to -1.57 in OLS studies (though OLS is biased
when price is not independent of error term) and zero to -0.86 in simultaneous equations models with
the exception of Deller, Chicoine and Ramamurthy’s (1986) estimate of -1.12.

Nearly all of these studies mention in some fashion that while they model consumption directly,
what is left unmodeled is the choice of block in which to locate consumption.

When water is sold according to a block rate, a serious issue for model specification and
estimation which must be addressed is the obvious co-determination of the price, quantity and
difference. A similar issue of co-determination is raised in the labor supply literature. The wage rate is

a determinant of hours of labor supplied, yet the actual hours worked is a determinant of the true wage

"The three studies authored by (the group) Chicoine, Deller and Ramamurthy and the two by
Nieswiadomy and Molina are the only empirical studies of water demand under block rate pricing which
use the disaggregate data appropriate to a model of individual behavior in a billing period time frame.

*Difference is defined algebraically in the next section, but is equal to the difference in the cost of water
if all units had the same marginal price and the cost according to the block rate. The motivation for
including difference is that there must be some means of accounting for the fact that the marginal price is
not necessarily the price of every consumed unit in a block rate situation.
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rate, because of either variable marginal income tax rates or variable implicit tax rates for households
participating in transfer programs, such as food stamps. As in the block rate pricing problem, the result
is a budget constraint which is piecewise-linear. In the labor supply literature, Hall (1973) first
recognized that the piecewise-linear constraint introduced issues of model specification and estimation.
The first study that directly addresses the co-determination is that of Burtless and Hausman (1978). The
literature is nicely summarized in Moffitt (1986), though the next section presents a brief summary of

the model developed in the labor supply literature.’

THE DISCRETE/CONTINUOUS CHOICE MODEL: MICROECONOMIC THEORY

To derive the demand for a good which is priced according to a block rate schedule, we return
to first principles, maximizing utility subject to a budget constraint, where the budget constraint of
concem is piecewise-linear. We use the notation x for a vector of goods, with the first (or only)
subscript the index of the good. Double subscripting of x denotes the block boundaries measured in the
same units as the good, with x;; denoting both the upper. bound of the j* block and the lower bound of
the 3+1“ block. Prices are similarly subscripted, with p; denoting simply the marginal price for the i®
block of good i. Income is denoted by y; any fixed charges (such as a monthly service charge) are
denoted by‘FC. We assume that only water is priced according to a block rate, and water is represented

by x,. With this notation, the full payment function for water consumption, c(x,) can be written as:

0 if x, =0
c p,x, +FC  if0<x <x, 160
x) = .
( l) plz(xl_xll) +Pyx, + FC ifx, < x, <%,

Pis(X; —Xp) + Prg(Xiz-%Xy) + PuXy + FC if x,; < x,  ete.
for a three block rate. If p,;<p,,<p,s, then the block rate is said to be increasing block (IB); if

Pi>P1>D1 then the block rate is said to be decreasing block (DB); nonmonotonic rates are possible, as

A more detailed development can be found in Hewitt and Hanemann (1994).
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would be more complex assessments of fixed charges. The monotonic versions of equation (1) are the
most ubiquitous form of block rate schedule.

To construct the budget constraint the consumer faces, we add to c¢(x,) the expenditures on all
other (n-1) goods and services. Then we constrain this total expenditure to be less than or equal to
income, noting that there are as many distinct expressions in the resulting budget constraint as there are
in c(x,). The budget constraint is a piecewise-linear budget constraint, which can be characterized as a
set of linear budget constraints, each relevant to only a particular range of consumption of x,. As each
distinct expression in c(x,), which we denote as ¢(x,), has a p,x; term, we rearrange terms to produce a
budget constraint which more closely resembles the standard linear budget constraint. We do so by first
defining the variable called difference pertinent to the k™ block as d, = p,.x, - ¢“(x,), which, given (1),

implies:
k-1
d, = -FC —E(Plj'Plj,l)xlj @

The difference can take on either negative or positive vglues, depending on whether the rate schedule is
IB or DB, the block under consideration, and the magnitude of the service charge. If difference is
positive, it acts as a subsidy or addition to income; if negative, difference is a lump sum tariff or
reduction in income.* Adding difference to both sides of the budget constraint constructed from (1)

gives the piecewise-linear budget constraint for the k™ segment:

< x K))

n
PuX, + Epjxj Sy+d, for x, , < x, <X,
j=

1k-1

With the set of budget constraints as in (3), we should find the solution to the utility
maximization problem (the Marshallian demand functions) as follows. Maximize utility subject to the
budget constraint implied by (and including) the O<x,<x,, range constraint, then maximize utility subject

to the budget constraint implied by the second block including the range constraint, and so on. These

“The difference terminology is due to Nordin (1976). Note that the definition used here is the negative
of that suggested by Nordin and most commonly used. Notice also that d, is a function solely of the
exogenous payment function or rate structure, and not dependent upon any endogenous variables.
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solutions are the continuous choices, and are conditional upon the quantity meeting the range constraint
for that budget segment. The overall maximum is determined by comparing these conditional choices to
see which yields the highest (indirect) utility, which is the determination of the discrete choice. A
particular level of consumption is then best described as a combination of the discrete and conditional
continuous choices.

Figure 1 shows a two-block increasing-block rate situation, where the utility maximization
bundle includes consumption of x, in block two. In the figure, the continuous choice conditional on
block one is the upper boundary of the range of block one (with the implied consumption of all other
goods). That is, given the range and budget constraints for the subproblem of the first block, the
highest utility attainable, while not the result of a tangency between the budget segment and an
indifference curve, is nonetheless readily identifiable as the upper block boundary.’ Furthermore, this
point is also part of the utility maximization subproblem of the second block and an interior solution in
the second block (given convexity of indifference curves) will necessarily be associated with a higher
utility level than the lower block boundary.® Figure 1 shows indifference curve U' as the highest
attainable utility level given the first budget subset constraint, and U? as that for the second budget
subset. U? in this case is also the unconditional maximum, making the second block the discrete choice.

A further possibility (not shown) is that the highest attainable indifference curve is not tangent to any

*Moffitt (1986) implied that the form of the direct utility must be known to make the choice between
a conditional continuous choice which is an interior point (using the indirect utility and actual prices, and
income plus difference) and a conditional continuous choice which is a boundary point (using the direct
utility because actual prices don’t produce a tangency so indirect utility cannot be used), that is, to make
the discrete choice. The utility index of a boundary point can be calculated from the indirect utility function
so long as virtual prices and income are arguments. See Neary and Roberts (1980) and Rothbarth (1941).

“In the case of a decreasing block rate, two points should be noted. First, an interior solution to one
utility maximization subproblem, given the convexity of indifference curves, does not rule out an interior
solution to another utility maximization subproblem. These two solutions may be tangencies to the same
indifference curve, which leaves the discrete choice (which block to locate in) ambiguous. Secondly, the
possible double tangency implies a range of consumption that will never be observed by the utility
maximizing household. Studies which have dealt with the issues raised by the decreasing block rate
anomalies (including the need to numerically approximate the likelihood function) and to which the reader
is referred include Burtless and Hausman (1978), and Reece and Zieschang (1985).
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budget subset, but goes through the kink point, where x, = x,, making the discrete choice the kink point
itself.

An interesting feature of the D/C choice model that we think bears some emphasis is that for a
given functional form of direct utility, all the conditional demands produced by maximizing utility
subject to the budget constraints will have the same functional form as the utility maximization subject
to standérd linear budget constraints. They will, however, differ in their arguments, specifically in the
marginal price and income (via the difference variable) associated with each block.. The underlying
pamnietcrs of the utility function whose values we seek in estimation are assumed to be the same
regardless of discrete choice, that is, the household’s tastes are not assumed to be functionally dependent

on decisions,” Taking advantage of this feature, we denote the functional form of the standard
Marshallian demand as X,, which will take on the appropriate arguments for each conditional demand
expression. We can express the unconditional Marshallian demand for x, as the combination of discrete

and conditional continuous choices now, assuming for simplicity a two-block increasing-block rate, as

follows:

X, (P Y +4,38) if X,(p,;,¥+d,38) < x,, )]
X, = Xn if x,, < il(pll'y+dl;e) and i1(1)12’)""“12;6) < x4
X, (Py2ry +0530) if X, < %(Pyy¥ +d,38)

where 6 denotes the underlying parameters of the utility function. Each line of the bracket portion of

(4) specifies on the left the conditional continuous choice, and on the right the condition for the

"This is an assumption that could be relaxed, though we do not do so in this study. The relaxation of
this assumption could also be due to assumed differences in the utility maximization problem when the
block rate is increasing versus decreasing and would lead to separate estimation of subsets of data under
increasing and decreasing rates, such as in Nieswiadomy and Molina (1989).
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particular discrete choice upon which the continuous choice is conditioned. Equation (4) is not a

stochastic model and therefore is not yet a model which can be statistically estimated.

THE D/C CHOICE MODEL: ECONOMETRICT SPECIFICATION

In the standard econometric specification of a deterministic economic model (one that is not
otherwise based explicitly upon a theory of risk or uncertainty), a random error term that is normally
(lognormally) distributed with mean zero (one) is added (multiplied), and justified as explaining the
influence of unobserved or omitted explanatory variables. Since the D/C choice model stérts out as a
more complex statement of demand behavior, we must be cautious in how we introduce random error
terms: there are several different ways in which random errors can be added, and each has a distinct
inte?pretation. For simplicity, we continue in this section with the two-block, increasing-block rate as in
(4). Three models are presented below; Moffitt (1986) surveys these three models (focusing on the
most general version) as they appear in the literatures on labor supply, welfare programs and charitable

contributions.

Suppose we add an error term, 1), to each conditional demand, X, in (4). What explanation
could justify this specification? Assume the relationship x, = X,() + 1 holds where X, () is planned

consumption, X, is observed consumption, and 1 is the difference between the two. This error term has
been variously called measurement error (Burtless and Hausman, 1978) and optimization error (Pudney,
1989), but we find the term perception error to be more general (Hewitt, 1993).2 Clearly, then, 7 is

added to the conditional continuous choice expressions in (4), but 1} would also appear in the discrete

choice expressions on the right. That is, because X,() is not observed, it cannot be used alone in

*Measurement error may be a bit of a misnomer; measurement error implies that the error is due to the B
econometrician’s imperfect measurement abilities including meter error. Optimization error may also be
a bit of a misnomer; optimization error implies that the error is due to the cognitive abilities of the
consumer or the inability of the consumer to attain the optimum point due to unforeseen forces. Hewitt
(1993) uses the more general term of perception error, noting that it matters not which party the error is
actually due to, for it cannot be attributed to either in the absence of additional information, and may in fact
be due to both,
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describing the discrete choice. Thus x,—m is substituted for X, and the discrete choice expression for

block one becomes x,—N<X,,, which is equivalent to N>x,—x,,. The stochastic form of (4) with

perception error is;

i1(p11’y'"dl;e) +m ifn > x-x,
X = {X, +1 ifn = x,-x, )
il(plz,y+d2;9) +M  ifn<x-x,
Equation (5) is the basis of the likelihood of observing x, given values of the exogenous variables. If f
is the pdf of n and F is the cdf of 1, the probability of block one being the discrete choice is
Pr(m>x,—x,,) = 1-F(x,~X,,). The probability of block two being the discrete choice is similarly
Fx,—x,;).
In constructing the likelihood of an observed value for x, from (5), we should note that the

discrete choice in this situation is unobserved. That is, an observed value for x, does not tell us what

block planned consumption, X,() falls into, only what block observed consumption, X,() + 7, is in.

Unable to ascertain the error or planned discrete choice, the likelihood of an observation is the sum of

the probabilities associated with each possible discrete and conditional continuous choice pair, as in:

Pr(s) = £, (5, =R(puy +0,30)) [1 - Fyfm=x,)] + ©
+ £ (x1 =%,(Py,»y+d,;0 )) Fo(x, = x,,)
The source of the random term, 1), is a variant of the source often cited in a regression model: 1 picks
up the effect of unobserved or omitted variables which explain the discrepancy between planned and
actual consumption. The parameters of this likelihood can still be identified, but there is no separation
of the observations by discrete choice.
The effect of the lack of sample separation is apparent when noting that the log-likelihood of

an observation is the logarithm of the sum in (6), rather than the more common sum of logarithms,

which occurs when sample separation exists. The log-likelihood, its gradients and its Hessian are more

’The probability of the kink point being the discrete choice would appear at first glance to be f(x,~x,,),
but for continuous random variables, the probability density function evaluated at a particular value does
not represent the probability that the random variable takes on that value. See, for example, Mood, Graybill
and Boes (1974, p. 61).
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complex than those of log-likelihoods with some degree of sample separation embedded, causing more
computer resource intensive maximization. Furthermore, while this model dismisses the misinformation
that occurs when actual consumption is used to indicate the planned discrete choice, it may go too far in
dismissing discrete choice information. Surely for some observations the planned and actual
consumption levels indicate the same discrete choice, yet such information is also dismissed.

For an alternative stochastic specification, suppose that the source of the error is unmeasurable

heterogeneity in household preferences, and that this heterogeneity is embodied in some parameter of

the vector 0.° Thus, heterogeneity appears in the X, conditional continuous choice expressions,
2 ap 1 pre

known to the household at the time of consumption decision-making, but unknown or only imperfectly

visible to the econometrician. Let & be the random term due to household heterogeneity which we now

express separately from 6, additively as in X, + e. We then rewrite (4) as

i1(p",y+d];9)+e if & < x, =X, (Pypyy +d;38)
X, = X, if x"—il(p",y+d,;6) < e < x,7X (pu,y+d2;9) gy
il(plz’y+d2;e)+e . f x"—'i1(p12,y+d2;9) <e

There are a few differences between equations (5) and (7) to note. First, the conditional continuous
choice where the discrete choice is the kink point is exactly x,;, not X,; plus an error term — and

observations can occur at the kink with nonzero probability mass. Secondly, unlike in equation (5)

where just the conditional continuous choice contains X,() terms, in (7) both the continuous and discrete

choices are directly a function of the conditional continuous demands. The probability of block one

being the discrete choice is Pr(e < x,; — X, (P, y+d;; 8)) = F(x,; - X, (py;, y+d;; 6)). Similarly, the
probability that block two is the discrete choice is 1 — F(x;, — X, (p,, y+d,; 0)) and the probability of

the kink point being chosen is: F(x,, — X, (p,5, y+d,; 0)) — F(x,, = X, (py,, y+d,; 0)). Finally, there is

""Household heterogeneity could have an explained component that is a function of sociodemographic
variables, possibly even of prices or expenditures. The element of 8 which embodies heterogeneity could
be a parameter of the utility function, or a scaling or translating factor. See Pollak and Wales (1981),
Lewbel (1985), Pudney (1989, pp 34-39), and Hewitt (1993 Chapter 5) for more on introducing
heterogeneity in a utility theoretic fashion.
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sample separation: if x, is observed to be less than (greater/equal) x,,, then block one (two/kink) is the
true discrete choice. Not only is the discrete choice observed without error, so too is the continuous

choice.!! Thus, the likelihood of an observation, x,, is:

fn(xl_il(p119y+d1)) if X, <X, (8)
Pr(x,) = | F,(x, =% (Ppo¥ +d,)) = F, (%, - X, (pry +9,)) if %, = x,,
fl(xll_il(p12’y+dz)) if x, > x,,

The source of the random term, e, is a variant of the source often cited in a regression model: e picks
up the effect of unobserved or omitted variables which explain the heterogeneity of households."
The household heterogeneity source of error would be a plausible explanation except for the

following two points. First, unless the utility function parameters are such that marginal price and
income effects are zero (i.e., that X, (p,;,y+d,;6) = X, (P,»y+d,;6) V py;, ;2 d;, dy), a nonzero

probability mass would occur at the kink point."* The nonzero probability mass at the kink implies
that there would be a jump discontinuity in the frequency distribution of observed x,. This jump
discontinuity is rarely observed in actual data generated under a block rate pricing regime.

More importantly (and independent of whether a jump discontinuity in the distribution of x, can
be discerned or not), it is highly unlikely that the discrete choice is observed without error. A
household which would have chosen to locate in a particular block but near the kink would necessarily
have a truncated distribution for their random error term in order for their consumption to actually
remain in the same block. (We could call such a model an ordered tobit.) While the discrete choice

probabilities in (7) account for the necessary truncation, it is simply unrealistic to assume that

""Though households are heterogeneous, each knows its planned consumption level and actually
consumes that level so there is no meaningful distinction between the planned and actual. The source of
the error term then is that the econometrician cannot perfectly explain the heterogeneity of household
preferences. -

?The log-likelihood is expressed as three summations of log-probabilities, each summation over one
of three mutually exclusive and exhaustive sets of observations. :

*When p,, and p,, are not equal and when the cdf F, is strictly monotonically increasing, the zero price
and income effect condition is also necessary for there to be a nonzero probability mass at the kink.
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households which choose to locate interior to a block but near the kink have a random error distribution
diffgrent from households choosing interior points not near the kink point (hence less severely
truncated). That is, households are masters of their own tastes and preferences but do not set the kink
points, while the water utility sets the kink points but has little to say about household tastes and
preferences. As 0 and x,, are independent, there is little reason for the econometrician to specify the
heterogeneity of households in a way so critically dependent upon the x,,."*

Keeping the criticisms of the two models presented thus far in mind, a third model which
combines the two previous models is presented next. This model is due to Burtless and Hausman
(1978). Heterogeneity error, &, continues to drive the discrete choice because it is an error to the
econometrician but not the household, but there is a second source of error, denoted 1, which represents

the difference between planned and actual consumption. Thus, equations (5) and (7) are combined, as

in:
X, (ppy +4,:8) +e+7 if & < x,~X,(p,y +d;;0)
X, = § X;+7M if X,,-X,(P,py +d,38) < & < X, X, (P, Y +d,;0) ®
i1(1)12’5""(12;9)*"‘*'TI if xll_il(plz’y +d;0) < e

If e and 1 are independent, then adding perception error would smooth out the jump discontinuity in
the distributjon of x, observations. The difference between the two-error version and the heterogeneity
one-error version of the D/C choice model is shown in Figure 2.

Equation (9) is the basis for writing the likelihood of an observation. For the kink point
solution, the continuous choice is based on a particular value of 1 and the discrete choice on a range of
values for e; thus we need to specify the joint distribution, f, ,(e,n). The continuous choice
expression for the two interior solutions is based upon a particular value of e+1], while the discrete
choice is based upon ranges of values of . Thus to construct the probability statement for block one

and block two interior points, we also need the joint distribution:

1“This is not to suggest that 0 and x,, are always independent. Utilities which adopt public education
or advertising campaigas in periods of water shortage surely affect 6, while households with certain values
for O may attempt to influence the utility’s setting of x,, as in Martin er.al. (1934).
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B (8+M,8) = [J| £, (e,0) [(e,M) (10)
where |J| is the Jacobian of the transformation from (e,n) to (e+n,n) and I is the indicator function
for the range of g."*

This two-error model specification may also be described as a likelihood having no sample
separation (by discrete choice). Any observation, regardless of which block it is observed ex poste to
have chosen, could have been the result of any of the three discrete choices, in concert with a
perception-error term of sufficient magnitude to place the observed value in a different discrete range.
This adds richness to the model in the sense that not only do we directly address the discrete choice
component of the model (as in the heterogeneity-error-only model), but (akin to the perception-error-
only model) we do so without forcing the discrete choice to be exactly the observed ex poste choice.
However, this richness comes only at the expense of the more complex likelihood, hence more complex
gradients and Hessian, and therefore slower convergence to the set of parameters which maximize the
likelihood.'®

We turn now to the empirical application of the models presented.

THE DATA, ESTIMATION AND RESULTS

The data used in this study has been used previously (Nieswiadomy and Molina, 1988, 1989)
and the reader is referred to these studies for more detailed descriptions of the data than that contained
herein. The data used here is the same, with the exceptions noted below. Generally these differences
were dictated by differences in the underlying economic models the data was used to estimate and do

not represent improvements to the data that would otherwise make re-estimation of the Nieswiadomy

SAlthough the Jacobian for this transformation is simply one, equation (10) is given in a somewhat
general form to highlight the fact that the additive error structure in (9) is part of the distributional
assumption. ‘

“Indeed, Newton and quasi-Newton search algorithms appear to have a smaller advantage in
maximizing the likelihoods in (5), (7) and (9) over the other methods, such as grid search and steepest
ascent. Part of the advantage of Newton methods could be retrieved by the use of judiciously chosen
starting values and is an area for further research.
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and Molina (N&M) models appropriate. Although the N&M dataset is a pooled cross-section, time-
series of monthly observations of 121 households over ten years, this study uses only 1703 observations:
those from June, July or August months with two block increasing block rates in effect.'”” Table 2
shows summary statistics of the subset of the data used. As in N&M, income is constructed from the
value of the home for tax assessment purposes and, for this study, the monthly income is converted to a
billing period equivalent, using the number of days in a billing period. Income is assumed to reflect
real. income, and hence is not deflated.'® Prices, and, hence, the calculated difference variables are in
nominal terms and are thus deflated. Lawn size is constructed as the lot size minus two times the house
size.” Finally, the number of bathrooms and days in the billing period were used as variables in this
study though they proved to be insignificant in N&M.

The use of the variable number of days per billing period bears some explanation. In their
study N&M convert the dependent variable, x,, to a 30-day equivalent for consistency. The water utility
does not do the same, however, when determining a household’s bill. That is, the likelihood that a
household consumes in the second block is higher, ceteris paribus, the longer the billing period. Put

another way, the utility does not adjust one’s marginal rate because the household had a 45 day billing

""The subsetting of the data was done for two reasons. The primary reason was to reduce the number
of observations to increase the speed of estimation of the maximum likelihood model. Secondly, the
likelihood function for an IB rate is simpler than the likelihood for a DB rate, because there are terms that
can only be numerically expressed in the DB likelihood (over and above the normal cdf term which is
included in both likelihoods and is easily programmed). See Reece and Zieschang (1985) on this. Thirdly,
the likelihood in (9) is simpler the fewer are the discrete choices, s0 we restrict ourselves to two blocks and
the kink between them. The total number of usable two block IB observations is 5935. Finally, to the
extent that possibly different processes determine winter and summer water consumption, we reduce the
potential for misspecification by restricting the data to three summer months, or 1703 observations.

“¥Income as measured here essentially reflects permanent income rather than the sum of permanent and
transitory income. We suggest that permanent income is more likely to be the determining factor for water
consumption than transitory income fluctuations. The assessment data is from the year 1984 and is in 1984
dollars. Other variables expressed in dollars will be converted to 1982-1984 dollars using the CPI-U, all
items, all urban consumers, indexed to 1982-1984 = 100 (U.S. Department of Commerce, 1989).

For some observations, a one story house assumption led to negative lawn size, and so a two story
assumption was maintained for all houses, in the absence of more detailed information on variation in
structure.
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period but would have consumed within the first block had the billing period been only 30 days. Thus
we leave x, as registered on the meter and use days as an explanatory variable. The weather variable is
exactly as constructed by Nieswiadomy and Molina, and measures in inches the potential
evapotranspiration for Bermuda grass less actal rainfall, with both potential evapotranspiration and
actual rainfall based on observed daily weather for the days comprising each household’s billing period.
Preliminary analysis of the data indicated that the frequency distribution of the dependent
variable was significantly skewed to the right, while little skewness existed in the independent variables.
Use of a symmetric distribution in specifying a likelihood function was thought to work against accurate
model estimation and so the lognormal distributional assumption is maintained.”® A power form is

chosen for demand, resulting in the expression of the conventional demand;
X,(p»y;Z8,a,p) = exp(Z3) (p,)* y* an

The stochastic expression takes the form:

x, = X, exp(e) exp(n) (12)
The likelihood is based upon:
Zd +0 Inp,, +p In(y+d,) +& +7 if & < Inx;,~Z8-0a Inp,,~p In(y+d,)
Inx, = {nx,, +n if Inx,,~Z8-a Inp,,~p In(y +d,) < e < Inx;;~Z5 -0 Inp,,—p In(y+d,)
Z3 +o Inp,,+p In(y+d;) +e +1 if >1nx,,~Z5-a lnp,—p In(y+d,) 13

where Z represents the sociodemographic variables that affect the constant of proportionality, €

repfesents heterogeneous preferences error, 7| represents perception error, and 3, o, and p are the

2If ¢, M are independently normal, then exp(e), exp(n) are independently lognormal. The
heterogeneous preferences error is hypothesized to be skewed for much the same reason that the distribution
of the dependent variable is: the constant of proportionality is clearly going to have to explain much of the
skewness in consumption, since prices and income are not skewed enough to be the full explanation, The
perception error is hypothesized to be skewed for more concrete reasoning. Perception error includes the
following sources of error: rounding error in recording consumption, meter error, and leaks. While
rounding error would be uniform over the rounding interval, meter error and leaks would likely have
distributions which are highly skewed to the right. The total of all the sources of perception error then is
also skewed to the right.
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unknown parameters of the utility function.’ The full log-likelihood functions for the three stochastic
specifications of the D/C choice model, using the distributional and functional assumptions of (11) to
(13), are shown in the appendix.

According to the second order conditions of utility maximization, the sign of the p, exponent
should be negative and the y+d exponent should be positive. Intuition, not economic theory per se,
suggests that the signs of all the coefficients on the sociodemographic variables included in Z would be
positive (weather reflects the water needs not met by rainfall). The sociodemographic variables affect
demand multiplicatively through exp(Z3), hence, there is no theoretical restriction on the signs of the
elements of d.

The final a priori expectation is that 6,<0,, which is to say that more of the unexplained
variability of observed consumption is due to the econometrician’s inability to fully characterize
heterogeneous preferences than to random impercipience, whether on the part of the econometrician or
the consuming household. This expectation is based on the self-interest motivation of both the
household and the water utility to take into account the factors which lead to impercipience in
determining their behavior.

The results of four models are presented in Table 2. In addition to the three stochastic yersions
of the D/C éhoice model developed in this paper, we include the results of a OLS regression for
comparison. The OLS regression is essentially the same functional and distributional form as the D/C
choice models, with two caveats. First, the single error term captures either type of error or both; in an
OLS model, the errors cannot be separately identified and we denote the standard error of the regression
as fhe sum of ¢, and ©,. Secondly, the choice of marginal price and difference values to use for each

observation is based upon the values appropriate to the block of observed consumption. The clearly

YFoster and Beattie (1979) suggest the use of an exponential form rather than a power form, at least
with respect to the price variable specification, because the power form rules out eventual satiation in water
consumption due to a constant elasticity. As will be shown below, the power form does not imply a
constant elasticity in the D/C choice model.
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implies that the error terms and independent variables are not independent; we show these results for
comiparison only.

The first thing we note about the results is that the coefficients on the sociodemographic
variables are fairly consistent across models, at least in the sense of being on the same order of
magnitude. Next, with one exception, the signs on the sociodemographic variables in all four models
are positive as we expected (but don’t require on grounds of theory). The exception is house size in the
OLS and heterogeneity-only models. Generally, the constant and house size are insignificant while lawn
size, weather, bathrooms, and days generally are significant. More importantly, with respect to
theoretical considerations, income plus difference has the expected positive effect on consumption
(though not in a very significant fashion), while marginal price is always significant, though it has the
expected negative effect only in the two-error model. Next we note that the standard deviations in the
two-error model have the expected relationship where o, > ©,, here more than doubly so.

We compare these models to each other now, though only in an ad hoc fashion.”? Perhaps the
most striking result in terms of overall model comparison is the similarity of the results for the OLS and
heterogeneity-error-only models. The parameter estimates are identical for all intents and purposes,
though the t-statistics differ. When we consider the fact that both models use the observed consumption
level to indicate the appropriate values of marginal price and difference, this is less surprising; indeed,
given that the budget constraint is kinked but not greatly so, that water expenditures are generally not a
large portion of income, and that few observations occur at zero or the kink point, we might imagine the
improvement of the (ordered) tobit estimates over the OLS estimates to be minor. The similar use of
observed consumption to indicate values for marginal price and difference appears to be much more

important in driving the parameter estimates.

2The validity of statistical tests of model comparison are being pursued currently. In the absence of
such tests, it should be noted that the two one-error models are not nested within the two-error model. This
nesting is in the usual sense that parameter restrictions on the general model produce the nested model and
the statistical validity of the restrictions may be tested. The two-error likelihood cannot be evaluated either
wheno,=0oro,=0.
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Given that the OLS and heterogeneity-emror-only models produce such similar results and are
based on the same key assumption (consumption is observed without error), how then do these models
compare to the other two? As alluded to earlier, if the heterogeneity-error-only model takes the
observed consumption level as a perfect indicator of true consumption, and hence the discrete choice,
theq the perception-error-only model takes the completely opposite approach by not using the observed
consumption level at all as an indicator of the discrete choice. That is, if the information contained in
the observed consumption level is taken completely at face value in the heterogeneity-error-only model,
it is completely discounted in the perception-error-only model.

If truth is somewhere in between these two polar cases, that is, that there is some information
as well as some misinformation regarding the discrete choice contained in the observed consumption
level, then we might characterize the perception-error-only model as a limited information maximum
likelihood model and the heterogeneity-error-only model could be characterized as a hyper-information
maximum likelihood model. That both of these models violate the second-order conditions for utility
maximization is not then terribly surprising.

The two-error model takes the approach that truth is somewhere in between, that there is both
information and misinformation in the observed consumption level. For this reason, we characterize this
vers‘ion as a. full information maximum likelihood model, and are heartened by the fact that this model
satisfies the second-order conditions. Note that the asymptotic t-statistics for o, and ¢, indicate that
each is significantly different from zero, indicating that the two-error model is superior to either one-
error version. We tum now to a discussion of the price elasticity of demand (the ultimate objective of
most studies of residential water demand), focusing only on the two-error, full information maximum
likelihood results. |

Given the power form used for price and income in the expression of conditional demand, we
might be tempted to conclude (based on the two-error model) that the price elasticity of the demand for
water is constant at -1.90 and the income elasticity is constant at 0.18. However, these elasticities are

the elasticities associated with the conditional demands only. If price and/or income change, so do the
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probabilities of making particular discrete choices and the conditional demands associated with each
discrete choice. The method of calculating elasticities of the D/C choice model is as follows: equation
(9) is rewritten to reflect our functional and distributional assumptions and the expectation is taken of
this expression for x, from which we could either differentiate to calculate the elasticity or numerically
integrate (because the expression contains conditional expectations and cdf evaluations).

The expectation of x, can be taken either over e alone or over both e and 1. If the
expectation is over e only, then the expectation is that of planned consumption, or x;, without the
influence of N (random impercipience). The expectation over both & and T is that of observed
consumption, that is x, as influenced by economic variables, household heterogeneity, and random
impercipience (the distribution of which we do have some information on). Table 3 shows sample and
predicted values of consumption evaluated at both the mean and median values of the independent
variables. The last column gives the values of the first block conditional demand for comparison.”

Table 4 shows various elasticity estimates from numerical integration. The price elasticity
calculations assume that both p,, and p,, change in the same proportion (including their subsequent
effect on the difference variable value). This is a somewhat arbitrary assumption, but nonetheless suits
the purpose at hand. The income elasticities assume a change in income, or the negative of a change in
a fixed chafge, but no change that would otherwise cause the difference variable to change (e.g.,
changes in FC, p,, or x,,).

There are several points worth noting regarding this table. First, note that the elasticity of the
expectation of observed consumption is always smaller (in absolute value) than the elasticity of the
expectation of planned consumption, f& both price and income. Next note that although the functional

form assumed for the conditional demand is really a constant elasticity form for both price and income,

BThis is due to the lognormal distributional assumption for both & and ). As exp(e) and exp(n) are
normally distributed with mean zero and reported standard deviations, £ and 1) are lognormally distributed
with E[e] = 1.4647 and E[n] = 1.0734,
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the elasticities do depend on the values of the explanatory variables at which they are evaluated.* As
the elasticities for this functional form and the single-price one-error OLS model would be just the
parameter estimates for price and income, the calculated elasticities for the block-rate two-error model
are less elastic than would be suggested by interpreting the exponents on price and income as
elasticities. However, the elasticities reported here are nearly uniformly more elastic than those reported
in the literature. Interestingly, the most price elastic study in the literature is also one of the first; Howe
and Linaweaver (1967) estimate a summer price elasticity of -1.57. Only one other study suggests that

demand is price elastic: Deller, Chicoine and Ramamurthy (1986).

CONCLUSIONS AND FURTHER RESEARCH

In this paper, a discrete/continuous choice model of the residential demand for water undgr
bloqk rate pricing is presented in several forms and estimated. The empirical analysis uses a dataset of
a previously published study of Nieswiadomy and Molina (1988, 1989). The power function and
lognormal error form assumptions are similar to the four models estimated. The striking result is that
the D/C choice model produces a price elasticity estimate of -1.13 to -1.59, which is much more elastic
than all but two previously published estimates (based on models which may well be misspecified).

The model responds to a criticism of economic or econometric studies of the residential
demand for water services often made by water utility managers. Their critique is that few people make
a consciously economic decision when turning on the tap, and consequently they view the price
elasticity of demand for water as being near zero. The D/C choice model directly allows for both
economic and noneconomic influences: variation in behavior is due to both price and income (the
fundamental economic determinants of behavior), and other forces represented by various

sociodemographic variables, in a model which is utility theoretic.

%With a better handle on how other sociodemographic variables influence demand and perhaps better
functional and distributional specifications, it may be possible to guarantee satiation with respect to water
consumption.
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However, it is costly to estimate the D/C choice model. A clear shortcoming of the analysis
here is the sociodemographic specification, but better (that is, more) sociodemographic data is not a
panacea, for more data implies more parameters to be estimated which in turn implies an exponential
increase in MLE convergence time. Furthermore, experimentation with various sociodemographic forms
impiies estimating the model various times, again a costly solution. This suggests that some means of
advance testing of model specifications would be useful. Note that model specification in the maximum
likelihood framework includes not only distributional assumptions, but also functional form assumptions,
both of the underlying indirect utility function and of the functional dependence on sociodemographic
variables. These assumptions must be made in order to specify a likelihood model.

Finally, as has been alluded several times, there are significant costs associated with the D/C
choice approach taken in this paper in terms of specificational assumptions which must be made to
construct a two-error discrete/continuous choice model. Alternative approaches that are not fraught with
such assumptions may prove to be quite fruitful. Semiparametric and nonparametric methods are a way

to avoid such assumptions, and may show promise.

319



Figure 1

Utility Maximization in the D/C Choice Framework

All other goods

Budget
Subset 1
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Figure 2.
Distributions of x,:

(a) household heterogeneity only;* (b) both heterogeneity and perception error

* ‘This figure shows a jump discontinuity which takes the form of an upwards spike in the frequency
distribution of x,. Depending on curvature properties of indifference maps, the rate structure and the
distribution of €, the jump discontinuity could occur either as an upward or downward spike.
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Table 1. Descriptive Statistics for June to August Dataset

Standard

Variable Name Units® Means Deviations Minimum Maximum
p & 1000 gals 14.966 12.435 0.1 212.8
y $1000 1.156 0485 0.137 2967
lawn2 1000 sq ft 9.887 3.383 4.61 2596
weather inches 0464 0.149 -0.1004 0.6324
bathrooms number 1.635 0.520 1 3
house size 100 sq ft 18.337 5.288 444 36.11
days number 30.508 2.786 4 62
Pu $/1000 gals 1.206 0.090 1.09 1.34
P12 $/1000 gals 1442 0.147 1.25 1.67
X 1000 gals 20.000 0.000 20 20
d, $1000 -0.03346 0.00740 -0.04611 -0.00667
d; $1000 -0.02873 0.00630 -0.03963 -0.00019

* The variables x,, y, weather, and days are all on a billing period rather than monthly or 30-day

basis.
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Table 2. Estimates of Water Demand Models

Model
Perception One- Heterogeneity
Variable OLS Error One-Error Two-Error

constant 0.2989 0.1807 0.2988 0.5184
(1.003) ’ (0.536) 0.92) (1.427)
lawn2 0.0105 0.0150 0.0105 0.0231
(1.503) (2.087) (1.36) 2.728)
weather 0.2196 0.4331 0.2196 1.5945
(1.544) (3.004) (1.18) 9.244)
bathrooms 0.1235 0.1154 0.1235 0.1336
(2.289) (2.046) 2.39) (2.000)
house size -0.0023 0.0007 -0.0023 0.0046
(-0.353) (0.104) (-0.29) (0.598)
days 0.0334 0.0346 0.0334 0.0340
(4.383) “4.131) 441) (3.636)
P 3.1963 2.5391 3.1962 -1.8989
(16.975) (13.070) (12.20) (-6.421)
y+d 0.0976 0.1215 0.0976 0.1782
(1.225) - (1422) (1.03) (1.864)

G, + O, 0.809 —_ _ _
o, —_ — 0.8077 0.8737
(104.37) (31.210)
o — 0.8102 — 0.3763
(56.447) 8.229)

R? 0.209 — — —_

F(7,1695) 65.419 — — —

Mean LL — -0.31589 -1.23177 -1.26417

* The numbers in parentheses are t-statistics, or asymptotic t-statistics in the maximum likelihood D/C

choice models.
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Table 3. Predicted Values of Consumption

Two-Error Model
E(x,) E..(x)
Expectation of Planned Expectation of Observed il(Pu’ y+d;; z)
Evaluated at: Sample Consumption Consumption
Sample Mean 14.9663 149233 18.0443 12,0922
Sample Median 11.5000 14.9247 17.7379 11.8023

Table 4. Price and Income Elasticities

Two-Error Model

Price Elasticities

Income Elasticities

Evaluated at: Expectation of Expectation of Expectation of Expectation of
Planned Observed Planned Observed
Consumption Consumption Consumption Consumption
Sample Means -1.586 -1.133 0.1543 0.1102
Sample Medians -1.629 -1.233 0.1582 0.1197
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APPENDIX

The log-likelihood functions for all three stochastic specifications are presented, though not
derived below. For more detail on the derivation, see Hewitt (1993).
The perception-error-only likelihood function of (6) requires only the distributional assumption

for M and the functional form of X, to be complete. In log-likelihood form, it is:

oL, = Y cxp(-wf/2) [1 -d)(t)] . exp(—wf/Z) o) (AD

p
S o, S,

where

W, = [Inx-25-pin(y+d,)-o,np,[/o, )

t = [lnxl -lnx”]lcn
and where @ is the standard normal cdf.
- Similarly, the heterogeneity-error-only likelihood function of (8) requires only the distributional

assumption for ¢ and the functional form of X, to be complete. In log-likelihood form, it is:

Lol, = ¥ [-wir2-1m(s,)] + §ln[<b(t2)—<b(tl)] . M§2[_w;/z-m(o,)] (a3)

block 1

where
w, = [lnxl -Z3 -pln (Y+dk) -, lnplk]/ct

t = []nx“ ~-ZD - p]_n(y +d,) - o lnp,k]/o.

Note, however, that deriving a likelihood function from expression (9) or (13) requires
knowledge of f,.(e, n) and g,,, . (e+n,e). If ¢ and M are independent, then f,,(e, 1) = f,(e)
f,M). The middle expression of the rhs of (13) involves a single value of N but a range of e values,
or is of the form f,(M)F (e). The first and third expressions of the rhs of (13) involve a range of
values of e, and by construction then, a range of values of 1) though each value that e takes on

determines a single value of 1} Equation (10) is instrumental in the likelihood form of equation (13),
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but a greatly simplified expression of the likelihood results if we use the definitional relationship:
2.V, &) = g, (V| e)f (e), where v = & + . When g,,.; is a jointly dependent normal

distribution, its value over a range of e values can be factored into standard normal pdf and cdf terms
with appropriate transformations of variables. Letting p denote the correlation coefficient between v

and e, the log-likelihood for (13) is:

L, = Y ol e PR ] PO . G0 R | e

where
w, = [lnxl -Z3 -l (y "‘dk) - allnplk]/ov
tk = [lnx“ -Z6 - uln(y+dk) -Q, lnplk]/ot

A6
L= (h-pw)/Y1-p? (A9

v = [Inx, -Inx,]/o,
6, = {ol+o, p = o,/0,

Note that the (2IT)™* terms may be dropped without affecting the likelihood maximization.
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ESTIMATION OF WILLINGNESS TO ACCEPT COMPENSATION
FOR PUBLIC AND PRIVATE GOODS FROM THE CHOOSER REFERENCE POINT
BY THE METHOD OF PAIRED COMPARISON
INTRODUCTION

The subjcct of this paper is hypothetical contingent market estimation of willingness to accept
compensation (WTA) for nonmarket goods and services. The purposes are (1) to pilot test a
psychometric method of contingent estimation of WTA, and (2) to use that method to test several
hypotheses about human valuation behavior. These hypotheses include (a) that people are willing and
able to make choices among gains in nonmarket goods and gains in money or market goods, (b) that
their choices obey the postulate of rationality, and (c) that the implied equivalent variation values are
plausible and conservative.

Economists to date have been unable to obtain a valid conservative estimate of WTA for the loss
of a nonmarket good using the contingent valuation (CV) method. Although WTA may be the
appropriate ﬁxeasure of monetary value in some cases, €.g., for ex post assessment of damages from
environmental accidents, theory and experience demonstrate that estimates of WTA obtained by CV are
sensitive to framing and context effects and likely to exhibit significant biases. Researchers have
therefore largely abandoned CV estimates of WTA and generally rely on estimates of willingness to pay
to avoid thé losses in question, although the use of CV to estimate WTP for nonmarket goods is also
not without controversy (e.g., Cambridge Econ, Inc. 1992).

In response to the controversy surrounding CV, Amrow et al. (1993) call for methods that yield
conservative estimates and include appropriate allowance for the range of available substitutes, among
other things. In this paper we attempt to develop a hypothetical market method for estimating WTA
that meets those requirements.

We attempt to satisfy the conservative requirement for WTA estimation by placing the respondent
in the position of "chooser” rather than "seller” (Kahneman, Knetsch, and Thaler 1990). This approach

avoids some of the experimental and bebhavioral phenomena (e.g., loss aversion) that otherwise might
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increase the difference between WTA and WTP beyond income effects’. We attempt to incorporate a
range of available substitutes by requiring the respondent to make multiple discrete tradeoff choices
among several nonmarket goods, sums of money, and private goods. We hypothesize that when a
‘public good is embedded in a context réquiring choices between it and the elements of a sufficiently
diverse set of private goods and sums of money, the consumer will give adequate consideration to
substitution and income (opportunity cost) effects as called for by Arrow et al (1993).

The method also incorporates a test of the transitivity axiom, that is, that people can exchange
money and the goods and services that money can buy for nonmarket goods and services on a
unidimensional monetary continuum. This axiom lies at the root of any monetary valuation of public
goods, whether WTP or WTA. Finally, if the method is successful, it may provide a framework from
which to develop standard methods for estimating WTA.

The first section following this introduction presents a brief summary of the well-known economic
theory. The second explains the measurement method in terms of psychological choice theory and
psychometric methods, and integrates the economic and psychological concepts into a unified approach
to monetary valuation. The third section describes the experimental design, including the hypotheses to
be tested and the experimental methods used. The fourth section reports the results of pilot studies of
several public and private goods. The final section of the paper summarizes and discusses our findings,
including recommendations for future research.

The research reported here is exploratory. The results are intended only to be illustrative of the
kinds of data, analyses, and conclusions enabled by the method. Specific numerical results are tentative

at this time and should not be generalized.

! Some authors argue that WTA is, by definition, a behavioral phenomenon, not a theoretical construct. If loss
aversion is real, for example, it is by argument of consumer sovereignty a legitimate part of WTA (Kahneman et al.
1990). Economic theory, they say, is based on a premise of global rationality that is not descriptive of the bounded
rationality of human choice behavior (Simon 1985). This question remains controversial among many economists,
however, who argue that we must define WTA by economic theory, that observed differences between WTA and
WTP beyond theoretical limits are artifacts of poor measurement, not valid assigned values, or that there is no
property right to the added value. We make no attempt here to resolve these controversies.
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ECONOMIC THEORY
We are concerned with two aspects of economic theory: (1) the applicability of neoclassical
microeconomic consumer theory to choices involving public goods, and (2) the theory of welfare

change, on the assumption that the consumer theory is applicable.

Utility Theory and the Nature of Public Goods

Neoclassical microeconomic consumer theory states that a consumer’s preferences can be
described by an ordinal utility function. Necessary assumptions include (1) the consumer knows
whether he prefers A to B, B to A, or is indifferent between the two for all possible pairs of |
alwﬁaﬁvw; (2) only one of the three possibilities is true for any pair of alternatives; and (3) if he
prefers A to B and B to C, he will prefer A to C. These three conditions constitute the postulate of
rationality, which requires the consumer be able t0 rank commodities in order of preference. It is not
necessary to assume that the consumer holds a cardinal measure of utility. The much weaker
assumption of consistent ranking of preferences is sufficient (Henderson and Quandt 1980). These
assumptions define the boundaries of neoclassical microeconomic consumer theory and reduce the
consumer’s choice problem to the budget constrained maximization of utility, the foundation on which
CV lies (Deaton and Muellbauer 1981).2

One of the criticisms of CV identified by Arrow et al. is "inconsistency with rational choice." If
consumers’ choices among public goods and private goods or among public goods and sums of money
violate the axioms of utility theory, those choices are not consistent with economic theory, and monetary
valuation derived therefrom is not valid as far as that theory is concerned. We ask (1) are consumers
willing to make such choices, (2) if willing, are they able, and (3) if willing and able, do the choices

produce a consistent ranking of alternatives?

*Deaton and Muellbauer (1981) define the required axioms of utility theory as reflexivity, completeness,
transitivity, continuity, and nonsatiation.
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Critics of CV argue from the perspective of the global rationality of neoclassical microeconomic
consumer theory that if CV produces results that are inconsistent with rational choice, then CV must be
at fault, because the theory states that choices must be rational. The fault may be more fundamental,
namely, (1) that we are asking people to violate the axioms of utility theory by the kinds of choices we
ask them to make, and/or (2) that people simply cannot or do not behave with global rationality. These
problems, if they exist, are not unique to CV. Perhaps a more fundamental question is whether it is
possible to identify a public good in an hypothetical contingent market context such that respondents
know what it is and can think of it in terms of monetary exchange.

The question of transitivity requires some background. Hicks (1956, p 166) suggested " . . . Qe
ought to think of the consumer as choosing, according to his preferences, between certain objectives;
and then deciding, more or less as the entrepreneur decides, between alternative means of reaching those
objectives." He thus saw demand for goods as derived from demand for the objectives served by those
goods, with the goods being employed as input factors in a production process aimed at achieving the
objectives.

Morishima (1959) translated Hicks’ verbal theory into the mathematical language of Slutsky and
used a linear programming approach instead of the traditional marginal theory of the firm to understand
intrinsic oonhplementarity between goods. These two authors laid a foundation for the household
production theory of Becker (1965) and Lancaster’s new approach to consumer theory (1966).

Following this logic, we assume that when confronted with a choice among several things, the
consumer has several objectives in need of. satisfaction. These objectives motivate demand for goods.
Each alternative good possesses more or less of several properties that make it more or less effective as
an input factor in production processes by which the consmﬁer satisfies the objectives. The consumer’s
choice thus includes four components: (1) choice (or weighting) of objective(s), (2) choice of
production process, (3) choice (or weighting) of characteristics, and (4) choice of alternative. We focus

hereafter on the objectives, the goods, and their attributes.
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We assume that when a consumer faces a choice between a public good and a sum of money (or
private good), she must first establish the framework of objectives. The choice may be for a single
objective, more than one compatible objective, or two or more contradictory objectives. If the consumer
desires to satisfy several noncontradictory objectives, she might (but does not necessarily) combine the
objectives into a unidimensional criterion by means of some weighting function’.

Different goods will have different capacities to satisfy these objectives because of their different
properties. Considering all these things, the consumer maximizes utility, subject to the budget
constraint, by choosing among goods. In order for theoretically consistent monetary valuation to be
possible, the utility function must be a consistent and transitive ranking of the alternatives. We note,
however, that the utility fﬁnction is the outcome, not the cause, of the choice. Depending on how the
consumer goes about the decision process, that utility function may or may not have the required
properties’,

Economic theory clearly supports such a complex decision process. The question is whether
people behave the way theory developed to date requires them to behave in order for their choices to be
transitive. For example, if the consumer fixes on different objectives or different properties or changes
the decision rules when comparing A with B, B with C, and A with C, the result could be an apparent

inconsistent ordering of preferences.

Monetary Valuation of Public Goods
If we assume that monetary valuation of public goods does not violate the axioms of utility theory,
we can invoke the standard economic theory as in Figure 1 (Freeman 1979). In Figure 1 the vertical

axis measures the monetary value of the consumer’s endowment of private goods, including money, and

3Peterson and Worrall (1970) show that contradictory objectives may produce satisficing, rather than utility
maximizing, behavior.

*Economic theory and the utility function are merely attempts to describe the process by which an individual
chooses among a set of alternatives. Our objective is not to debate how well economic theory describes that
process, but to design an experiment in which individuals can be observed in making choices among public goods,
private goods, and sums of money. The outcomes of those choices can then be tested for consistency with theory.
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the horizontal axis measures the public good endowment. U, and U, are isoquants of an individual
consumer’s utility function describing the trade-off relationship between public and private goods.

Assume the consumer is a "chooser” (Kahneman, Knetsch, and Thaler 1990) at reference point A
on U, and faces a choice between (1) an increase in the endowment of public goods to B on U, and (2)
an increase in private goods (and/or money) to C on U,. Because B and C lie on the same isoquant, the
consumer is indifferent between the alternatives. AC measures equivalent variation (minimum WTA)
for the gain AB, while BD measures compensating variation (maximum WTP) to obtain the gain AB,
WTA > WTP if there is a significant income effect of the change in public good endowment.

" An important controversy surrounding WTA, however, is "loss aversion,” the idea that the pain of
loss is greater than the pleasure of gain, other things being equal. Empirical contingent valuation
estimates of WTA generally exceed WTP by an amount greater than the income effect consistent with
economic theory, and loss aversion is one of several plausible explanations (Gordon and Knetsch 1979;
Tversky and Kahneman 1981; Knetsch 1984; Kahneman and Tversky 1984; Fisher et al. 1988;
Kahneman, Knetsch, and Thaler 1991). Figure 2 moves the consumer to reference point B as a seller or
loser, rather than a chooser. According to prospect theory and loss aversion, reduction of the public
good endowment by an amount equal to BA requires the consumer to move to point E on Uj in order to
maintain indifference, rather than to point C on U,, Under this theory, the correct measure of minimum
WTA is AE, not AC, and the utility function has a discontinuity at B.’

Research has shown that WTA tends to be greater for sellers than for choosers (Kahneman,
Knetsch, and Thaler 1990), and placing the consumer at reference point A as a chooser apparently
avoids the question of loss aversion. Thus, a method that estimates WTA from the chooser reference
point should give a more conservative result than an esﬁmétc from the seller or loser reference point.

Discovery of the indifference isoquants is a difficult if not impossible task. Assume, however,

that we can define a set of incentive compatible choices that include several relevant private goods,

*It is "correct” in the sense that AE measures the true monetary value of the de facto felt loss under the loss
aversion theory. Whether the consumer loses a de jure property right when the public good endowment changes
from B to A is an issue beyond the scope of this paper.
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several sums of money, and the public good(s) in question. It is then only necessary to order the
consumer’s preferences among the elements of this set in order to bound WTA for the public good(s).
If we select the private goods and sums of money judiciously, we can "capture” the public good(s)

within narrow boundaries, thereby obtaining a reasonably precise estimate of WTA.

PSYCHOLOGICAL THEORY
To develop an experiment by which to obtain an ordering of preferences among the elements of a
set containing public goods, private goods, and sums of money, we tum to psychology and psychometric
methods. Psychologists have, for generations, been developing and applying methods for ordering
preferences. Too often academicians like to remain within the walls of their own disciplines, however,

as lamented by Kenneth Boulding (1988):

", . . economics and psychology . . . are continents of the mind separated by a very wide
ocean, no doubt produced by academic continental drift. Furthermore, they seem to be
continents without any good harbors. . . . It is a fundamental principle of economics that
specialization without trade is worthless. Unfortunately, in the continents of the mind,
specialization seems to feed on itself, and there are large, invisible tariff barriers against the

interchange of ideas."

Valuation is a psychological phenomenon, and we believe it is time to remove the tariff barriers, build
some safe harbors, and establish a free trade agreement between economics and psychology. In this
experiment we turn to the method of paired comparison as a way to obtain an ordinal ranking of public

goods, private goods, and sums of money from the chooser reference point.
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Why Use Paired Comparisons?

The method of paired comparisons (Fechner 1860; Thurstone 1927; Guilford 1954; Edwards 1957;
Torgerson 1958; Bock and Jones 1968; David 1988; Kendall and Gibbons 1990) is a well-developed and
established psychometric method for ordering preferences among the elements of a choice set. Given a
set of t objects, the method presents them independently in pairs as (U2)(t-1) discrete binary choices®.
The respondent simply chooses the preferred item in each pair. If there are no preference errors, and if
the preferences obey the axioms of utility theory, the result will be a perfect rank ordering of the
objects.

Why not simply ask the respondent to arrange the objects in rank order? The answer is that the
method of paired comparisons allows intransitivity, whereas rank order does not. Preference
intré.nsitivity occurs in the form of circular triads, such as ASB>C>A. To quote Tversky (1969) as

found in David (1988 pp 3-4),

". .. a circular triad denotes an inconsistency on the part of the judge, and its simplest
explanation is that the judge is at least partially guessing when declaring preferences. The
judge.may be guessing because of incompetence or because the objects are in fact very
similar . . . But guessing is not the only explanation, for there nﬁy be no valid ordering of
the three objects even when they differ markedly. Their merit may depend on more than
one characteristic, and it is then somewhat artificial to attempt an ordering on a linear scale.
Under these circumstances the judge must mentally cbnstruct some function of the relevant
characteristics and use this as a basis for comparison. It is not surprising that in complicated
" preference studies the function is vague and may change from one paired comparison to the
next, especially when different pairs of objects may cause the judge to focus attention on

different features of the objects. This last point helps to account for situations where a

“When the number of objects is large, various methods can be used to reduce the number of choices.
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particular circular triad occurs frequently in repetitions of the experiment. However,
circularity can occur even with a well-defined preference criterion based on two or more

underlying dimensions (Tversky 1969)."

Application of the method of paired comparisons to economic choices is simply a special binary
case of the CV method of discrete choice advocated by Arrow et al. (1993). However, application of
the paired comparison method to economic choices in the manner we propose offers at least six
advantages. First, it integrates into the economic valuation problem more than a hundred years of
psychometric research on measurement of preferences for subjective stimuli, including rigorous
probability theory, an arsenal of statistical tests, and applied experience dating back to Fechner (1860).

Second, paired comparisons can incorporate direct tradeoffs among public goods, market-priced
private goods, and sums of money, thereby providing the respondent with strong incentives to consider
income and substitution effects when making choices, thus improving the incentive-compatibility of the
experiment. Third, it allows a test of the hypothesis that the individual’s decision making behavior
complies with the transitivity axiom of utility theory. Fourth, it provides individually reliable estimates
of preference ordering (and of assigned value), thereby enabling in-depth ahalysis of individual behavior
while enhaﬁcing the ability to identify market segments and calibrate the estimate of value to the extent
of the appropriate market. Fifth, it allows convenient perturbation of the reference point, context, and
frame of the experiment to further test hypotheses about economic choice behavior. Sixth, it offers
promise for development of simple standard methods for estimating WTA.

As with any method, paired comparisons requires effective specification of the goods for which
we require estimates of WTA, or in the words of Arrow et al. (1993), "Adequate information must be
provided to respondents about the environmental program that is offered. It must be defined in a way
that is relevant . . .". Herein lies a formidable challenge for any method, and the method of paired

comparisons does not avoid this challenge.



As previously stated, the method of paired comparison allows a test of the hypothesis that an
individual’s preferences among a set of choices are transitive. If the individual’s observed intransitivity
can be attributed to error variance alone, rather than to systematic effects, and if the data comply with
certain assumptions, repeated responses from a given individual or individual responses from a group of
similar individuals yield a preference order among the objects in the choice set. Under certain
conditions, it is also possible to derive an interval scale of preference "magnitude” that preserves the
ordinal relationship. Kendall and Gibbons (1990) and David (1988) describe the applicable probability
thec;ry and statistical tests. Edwards (1957), Torgerson (1958), and Bock and Jones (1968) explain the
analytical methods and underlying assumptions for interval scale estimation. Maxwell (1974) provides a
simplifying analytical procedure based on the logistic transformation.

The psychometrics of paired comparison has a counterpart in economics in the form of utility
maximizing discrete choice theory. Luce (1959, 1977) formalized Arrow’s (1951) ;’independence of
irrelevant alternatives” (ILA) assumption into a choice axiom. This model has been shown to be
essentially equivalent to Thurstone’s (1927) "law of comparative judgment” (Case V), if Thurstone’s
assumption of independent, normally distributed random variables is replaced by one of double
exponential, random disturbances (Yellott 1977, McFadden 1973). The difference distribution of two
independent double exponential random variables is the logistic distribution, which is the basis for the
multinomial logit model. This intertwining among the roots of economic and psychological choice
theories offers an opportunity to cast paired comparison in terms of utility maximizing discrete choice
theory, thus providing an economically consistent justification for application of the well-developed

psychometrics of paired comparison to CV.

EXPERIMENTAL DESIGN
The experiment reported here builds on numerous pilot studies that helped develop and refine
concepts and methods used in the experiment reported here. In this experiment we use 21 stimuli,

consisting of six locally relevant public goods, four private goods, and eleven sums of money. Because
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paired comparison of two unequal amounts of money is trivial, we take that section of the matrix as
given and present respondents only with choices between public goods, between private goods, between
public and private goods, between public goods and sums of money, and .between private goods and
sums of money. Each respondent thus makes choices for 155 pairs. Two hundred twenty-one
respondents participated in the study for a total of 32,550 binary choices. The respondents were
students at Colorado State University.

Table 1 lists the goods and gives brief descriptions.” The eleven sums of money were $1, $25 to
$100 in intervals of $25, and $100 to $700 in intervals of one hundred dollars. The public and private
goodé used in the experiment were derived from earlier pilot studies in order to get good variation and
distribution across the dollar magnitudes.

- The experiment was administered by means of a computer code that presented the stimuli on the
screen in random order for each respondent. We gave the public and private goods short names, and
these short names appeared side-by-side on the screen, with their position (right versus left) also
randomized. The fespondent entered a choice by pressing the right or left arrow key and could correct
mistakes by pressing "backspace.” At the end of the 155 paired comparisons, the computer code
repeated in random order those pairs that were not consistent with the dominant rank order. It also
randomly selected ten pairs that were consistent and repeated them. The computer then presented each
respondent with a set of attitudinal and informational debriefing questions in a quantitative response
format.

The computer program recorded (1) the choice for each pair in an ordered matrix, (2) the time in
seconds required for each choice, (3) the sequence of each choice, (4) the pairs that were inconsistent

with the dominant rank order, (5) all circular triads, (6) the number of times each good or sum of

"The descriptions given in Table 1 are very brief, which means that respondents probably do not have
standardized or detailed perceptions of what they represent. Rigorous application of the method would require well
developed and tested information scenarios. Whether it is possible to create adequate descriptions of public goods
in a hypothetical market context is an important and unanswered question.
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TABLE 1
PRIVATE GOODS
A meal at a Fort Collins restaurant of your choice, not to exceed $15. (Meal)

Two tickets and transportation to one of the following:

A) A Colorado ski area of your choice.

B) A concert of your choice in Denver (Contemporary or Classical).

C) A Broncos, Rockies, or Nuggets game.

D) A cultural event of your choice at the Denver Center for the Performing Arts.
Estimated value: $75 (Tickets)

A nontransferable $200 certificate for clothing at a Fort Collins store of your choice. (Clothes)

A nontransferable certificate for you to make $500 worth of flights on an airline of your choice.
(Air Travel)

PUBLIC GOODS

A no-fee library service that provides videotapes of all course lectures so that students can watch
tapes of lectures for classes they are not able to attend. (Videotape Service)

Parking garages to increase parking capacity on campus such that students are able to find a parking
place at any time, without waiting, within a five-minute walk of any building at no increase in the
existing parking permit fee. (Parking Capacity)

Purchase by CSU of 2,000 acres of land in the mountains west of Fort Collins as a wildlife refuge for
animals native to Colorado. (Wildlife Refuge)

A CSU-sponsored, on-campus springtime weekend festival with a variety of live music and student
participation events with no admission fee. (Spring Festival)

Expansion of the eating area in the Lory Student Center to ensure that any student can find a seat at
any time. (Eating Area)

A cooperative arrangement between CSU, local business groups, and the citizens of the community
that would ensure the air and water of Fort Collins would be at least as clean as the cleanest 1% of
the communities in the U.S. (Clean Arrangement)

TABLE 2
THREE EXPERIMENTAL SCENARIOS
SCENARIO RESPONSIBILITY BENEFIT OF PVT.
FOR OUTCOME GOODS AND MONEY N
1. SHARED SHARED 72
2. SOLE SHARED 76
3. SOLE SOLE 73
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money occurred in circular triads, (7) preference switches for the inconsistent pairs and for the ten
randomly sampled consistent pairs, and (8) responses to the debriefing questions.

Respondents had Table 1 in front of them at all times during the experiment and were free to refer
to it at any time. Average total time to complete the 155 paired comparisons was about 10 minutes, not
including the time required to become familiar with the instructions.

In order to test context effects, we presented three different choice scenarios to three independent
subgroups of the 221 respondents. Table 2 lists the three scenarios and their respective sample sizes.
The first scenario (SHARE-SHARE) asked the respondent to cast votes as if in a referendum, thus
sharing responsibility for the outcome with all other students. This scenario specified that if a sum of
money or private good "won" the election, all students would receive it. In the second scenario (SOLE-
SHARE) the respondent had sole responsibility for the outcome, but if the outcome was a private good
or sum of money, all stadents would share the benefit. The third scenario (SOLE-SOLE) gave sole
responsibility for the outcome and specified that the respondent would be the sole recipient of the

benefit if the choice was a private good or sum of money.

RESULTS
The results presented hgre are intended only to illustrate the kinds of analyses and findings
enabled by the paired comparison method. They must be considered preliminary and must not be
generalized beyond the sample. More detailed and rigorous analyses will be forthcoming in subsequent

publications.

Transitivity

Figure 3 shows the degree of transitivity achieved by the 221 respondents. The maximum
possible number of intransitive triads in this experiment is 330. We calculate a coefficient of
consistency by subtracting the individual respondent’s number of circular triads from 330, dividing the

result by 330, and then multiplying by 100, Figure 3 shows that 90% of the respondents were at least
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80% consistent, and 68% were at least 90% consistent. We must now ask whether the observed
intransitivity is random or systematic. This result suggests that most respondents are highly consistent,
and that the observed inconsistency does not exceed what might be caused by random errors or
indifference in some choices.

Figure 4 compares preference switching behavior for consistent and inconsistent pairs. An
inconsistent pair is one for which the expressed preference is not consistent with the dominant rank
order, thereby being a source of inconsistent triads. Recall that the computer code identifies all
inconsistent pairs and repeats them in random order at the end. The program also repeats ten randomly
selected consistent pairs. If random error and indifference are the causes of the inconsistency, we would
expect the probability of switching for inconsistent pairs to be 0.5. Because the repeated consistent
pairs are sampled from the whole matrix with the inconsistent pairs removed, we would expect the
probability of switching to be less than 0.5.

The two distributions in Figure 4 are significantly different no matter what statistical test one
chooses to use. For example, a simple student’s t for the difference between the two means has a
magnitude of 23.4 with 440 degrees of freedom. Clearly, respondents switch preference for inconsistent
pairs more frequently than for consistent pairs. The cause of inconsistency may be mistakes which the
respondent .tends to correct under repetition, similarities that are too close to call consistently, or revision
of decision rules during the course of the experiment. It is worth noting, however, that the average
proportion of inconsistent pairs switched is close to 0.5 whereas the average proportion of consistent

pairs switched is much less.

Preference Variance Within Goods

Another important question is whether the goods and sums of money all have the same variance
across subjects. Each respondent’s preferences yield a dominance score for each good, measured as the
nusaber of other goods dominated by the good in question. A highly preferred good will have a high

dominance score, and vice versa. If all respondents order the goods identically and error variance is
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homogeneous, the goods will all have the same variance across subjects. If subjects disagree more
about some goods than about others, or if they have greater error variance for some than for others,
different goods will have different dominance profiles and different variance across subjects.

Figure 5 shows graphically the dominance profile variance for each good and sum of money
across all 221 respondents, in descending order. Note that the public goods tend to have greater
variance than the private goods. Wildlife Refuge, Clean Arrangement, Videotape Service, and Parking
Capacity show the greatest variance, while Tickets, Clothes, and Meal show the least variance.

This variance pattern could be caused by greater disagreement among respondents about the public
goods or greater error variance within respondents for the public goods. Greater error variance for
pubiic goods might be caused by poor or vague definition, greater difficulty in making choices that
involve public goods, or poorly defined preferences. The data raise interesting questions about the

observed phenomenon, but do not reveal the cause.

Estimation of Monetary Magnitudes

Monetary magnitudes for the public and private goods can be estimated in one of several ways:
(1) bracketing by preference order, (2) linear interpolation within the brackets by dominance score, (3)
derivation of an anchored interval scale by the psychometric law of comparative judgment, and (4)
derivation of a mathematical function from the relationship between sums of money and either
dominance scores or scale magnitudes.

Table 3 illustrates application of the first two methods, partitioned by the three context scenarios.
The "mean score™ in Table 3 is the mean dominance score, i.e., the average number of times the good
or sum of money in question dominates other goods or sums of money. The aggregate preference order
defined by the dominance scores brackets the public and private goods between sums of money also
used in the experiment. The dominance scores have then been used to obtain finer estimation by linear
interpolation within the brackets. It is useful to note that the paircd comparison data allow preference

ordering and monetary estimation by bracketing and interpolation for both individual and aggregate data.

348



TOTAL DOMINANCE PROFILE VARIANCE

45

40 —

35

25 [~

20 [—

10—

[(—

VARIANCE +

¥

N = 221

95% CONFIDENCE INTERVAL

0 |

CLE

PUBLI
I

C I(—PRIVATE)‘
I I I

PRK EAT TIC MEA

I I I I I
wLD ‘ vID ‘ SPR } AIR } CLO ‘ 75 ‘ 300 ‘ 50 ‘ 25 ‘ 600 ‘ 1

100 200 400 500 700

GOODS

FIGURE 5
PREFERENCE VARIANCE WITHIN GOODS

349




TABLE 3
MEAN DOMINANCE SCORES AND DOLLAR ESTIMATES BY TREATMENT

TREATMENT
SHARE -SHARE SOLE-SHARE | SOLE-SOLE
MEAN MEAN MEAN

GOODS SCORE $ GOODS SCORE $ GOODS  SCORE $

§700 18.79 $700 $700 18.13 $700 $700 18.49 $700
$600 17.82 $600 | $600 17.00 $600 $600 17.44 $600
$500 16.53 $500 $500 15.74 $500 $500 16.16 $500
$400 15.17 $400 WLD 14.41 $420 $400 14.79 $400
AIR 13.60 $301 $400 14.08 $400 AIR 14.38 §375
$300 13.58 $300 AIR 13.92 $386 WLD 14.34 $373
$200 12.06 $200 $300 12.91 $300 $300 13.15 $300
WLD 11.83 $191 CLE 12.88 $298 CLE 11.97 §220
CLO 11.10 $164 $200 11.12 $§200 $200 11.68 $200
CLE 10.25 $131 CLO 10.50 $172 CLO 10.77 $167
VID 9.61 $107 VID 9.43 | 8124 TIC 9.12 $107
$100 9.42 $100 PRK 9.38 $122 $100 8.93 $100
TIC 9.26 $ 98 $100 8.89 $100 VID 8.19 $ 88
$ 75 7.60 $ 75 TIC 8.64 $ 97 SPR 7.70 $ 81
PRK 7.44 $ 73 SPR 7.82 $ 87 $§ 75 7.33 $ 75
SPR 6.33 $ 56 $ 75 6.87 $ 75 PRK 7.26 $ 74
$§ 50 5.89 $ 50 $§ 50 5.28 $ 50 $§ 50 5.36 $ 50
EAT 4.85 $ 36 EAT 5.21 § 49 EAT 5.01 $ 45
MEA 4.35 $ 30 MEA 3.82 $ 29 MEA 3.85 $ 28
$ 25 3.99 § 25 $ 25 3.54 $ 25 $ 25 3.66 $ 25
$ 1 0.54 $ 1 $ 1 0.43 $ 1 $ 1 0.40 $ 1
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Application of psychometric scaling awaits further analysis to evaluate compliance of the data with
the required underlying assumptions. We suspect, however, that such scaling will not change the results

significantly.

Differences Among the Three Treatments

Table 3 shows that average preference order differs somewhat among the three treatments, and
Figure 6 shows the mean dominance score profile for each good and sum of money across the three
treatments. On face value, differences appear to be of greater magnitude and different pattern for public
goods than for private goods and sums of money. With the exception of Video Service, the public
goods show a consistent pattern: sole responsibility for shared private benefit drives the score higher
than shared responsibility for shared private benefit. And, for all public goods, sole responsibility for
sole private benefit drives the value lower than sole responsibility for shared private benefit. With the
exception of Air Travel and $1, these effects are opposite for the private goods and sums of money.
The binomial sign test shows these profile patterns to be significant. Analysis of variance also shows
that mean dominance scores differ significantly vacross the three treatments for Parking Capacity,
Wildlife Refuge, Spring Festival, Clean Arrangement, $200, $400, $500, $600, and $700. These
findings encburage the speculative hypothesis that differences in moral responsibility may be at work
and/or that respondents do not use the same decision criteria for public and private goods under the

three treatments.

Response Time

Average decision times differ among the 155 pairs a:‘ the .0001 level of significance, which
supports the obvious conclusion that some choices require more thought and are more difficult than
others. This finding may reflect differences in knowledge about the goods in question, differences in
experience with the goods in a market exchange context, and differences in the value contrasts within

the pairs. For example, choices between public goods and choices between public and private goods
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require more time on average than choices between private goods or choices involving sums of money.
And, because of the range of values involved, choices involving smaller sums ‘of money ($1 to $50) and
larger sums of money ($300 to $700) tend to require less time than choices involving mid-range sums .
($75 to $200). Figures 7 and 8 illustrate these findings graphically.

- Although such general conclusions may seem trivial and self-evident by common sense, they may
have significant implications about the validity and reliability of CVM estimates of monetary value for
public goods. The time data may also reveal important information about sequential trends as
respondents progress through the experiment, or about differences in the way respondents think about
different goods or different comparisons. Such questions must await further and more careful analysis

of the data.

Classification of Respondents by Preference Type
Earlier pilot studies showed strong nonrandom differences among respondents’ preference
orderings, thus indicating significantly different response. types or market segments that may be
- explainable and perhaps predictable by such things as demographics, held values (e.g. environmental
personality), or political leanings. The paired comparison data allow comparison of preference ordering

across individuals, but this, too, must await further analysis.

CLOSURE
The purpose of this paper bas been to explore integration of the psychometric method of paired
comparisons with neoclassical microeconomic consumer theory to develop a method for estimating
WTA for nonmarket goods and services. The objective is to develop a conservative hypothetical market
measurement method that avoids loss aversion while also requiring the respondent to consider substitutes
and opportunity costs. The proposed method uses paired comparison to order preferences among public
goods, private goods, and sums of money, thereby bracketing nonmarket goods between priced private

goods and monetary magnitudes. Under appropriate conditions, paired comparison also allows
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derivation of an interval scale which, in turn, allows interpolation of price estimates for nonmarket

goods from bracketing monetary benchmarks.

The empirical section of the paper presents preliminary descriptive results in order to demonstrate

application of the method and the richness of information thus obtained. Because of the preliminary

nature of the analyses reported herein and the specialized nature of the sample of respondents, the reader

must not generalize our results beyond their illustrative purpose. Based on earlier pilot studies and

early preliminary results of the present application, we suggest the following hypotheses for further

experimental testing:

1.

Framing respondents as choosers among alternative gains in an effective and incentive
compatible paired comparison experiment ranks the elements of the choice set according to
equivalent variation, which is a conservative estimate of willingness to accept
compensation (WTA).

People tend to choose rationally (with transitivity) among the elements of a diverse set of
public goods, private goods, and sums of money in a paired comparison experiment. The
cause of intransitivity seems to be either random error for choices too close to call or
blatant mistakes that respondents fail to note and correct.

Respondents are able to differentiate nonrandomly among the goods and sums of money,
thereby achieving a significant ordinal ranking of preferences. This ordinal ranking of
preferences describes the individual’s utility function. Because the estimated utility
function contains both goods and monetary magnitudes, it defines the monetary range
within which each good lies

Ordinal ranking of preferences varies nonrandomly among respondents, although there is a
high percentage of commumality. The interpersonal differences are sufficient to require
market segmentation before estimating monetary values for nonmarket goods. Such market
segmentation can be achieved through standard statistical clustering methods applied to the

individuals’ dominance profiles.
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The stimuli in this experiment do not exhibit the degree of homogeneity of variance
required for valid aggregate ranking of stimuli and estimation of an interval scale of
preference. We must therefore interpret the aggregate ranking and scale calculated in this
pilot study as illustrative only. Clustering of the members of a large sample of respondents
should yield market segments within which the variance is sufficiently homogeneous to
allow valid ranking and scale estimation.

With adequate homogeneity of variance, psychometric scaling or linear interpolation may
yield more precise monetary estimates for nonmarket goods than is achieved by bracketing
on the ordinal ranking of preferences. Or, successive iteration of the experiment with a
narrower range of sums of money can more precisely bracket the good(s) of principal
interest.

Time to choose varies by type of good and type of pair. These differences may be related
to knowledge about the goods, experience with the goods in a context of market exchange,
and the degree of value difference within pairs. Further analysis also needs to ask whether
time to choose varies with the sequence of choice.

A rigorous test of the paired comparison method requires a well-developed and

communicated information scenario that effectively defines the good(s) in question.

With the exception of MEAL, the estimated monetary magnitudes for the goods seem
reasonable. Averaged across the three treatments, the method estimates AIR TRAVEL at
71% ($353) of stated retail price ($500), CLOTHES at 93% ($185) of stated retail price,
TICKETS at 120% (390) of stated retail price, and MEAL at 193% ($29) of stated retail
price ($15). There may be a tendency to undefestimate higher valued goods and
overestimate lower valued goods. If so, the indication is that the good(s) of principal
interest should be in the mid-range of the values used.

The three treatment scenarios (SHARE-SHARE, SOLE-SHARE, SOLE-SOLE) cause some

significant differences. These results suggest differences in perceived moral responsibility
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and/or differences in decision criteria for public and private goods across the three
ttéatments.

The proposed method shows promise for development of standard methods. For example,
geologists use an ordinal hardness scale to define and classify the hardness of unknown
mineral samples. The scale consists of a set of standard minerals ranked according to
ability to scratch and resist scratching by other minerals. An unknown sample is classified
on this scale by placing it between adjacent standard minerals such that it scratches one
and is scratched by the other. For given market segments, it may be possible to develop
standard ordinally ranked sets of goods and or monetary magnitudes such that unknown
public goods can be ranked within the standard sets by simple and relatively inexpensive

computerized paired comparison experiments.
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A RANDOM UTILITY MODEL APPROACH TO ANALYZING FARM
STEWARDSHIP PROGRAMS
INTRODUCTION

In response to increasing public concern over the contribution of agricultural pollutants to the
degradation of surface and ground water supplies, the 1990 Food, Agriculture, Conservation and Trade
Act (FACTA) authorized the USDA to initiate the Water Quality Incentive Program (WQIP). WQIP is
administered by the Soil Conservation Service (SCS) through the Agricultural Conservation Program
(ACP). Its goal is to mitigate the negative impacts of agricultural activities on ground and surface water
supplies through the use of stewardship payments and technical assistance to operators who agree to
implement approved practices. With these incentives, farmers are encouraged to experiment with more
environmentally benign production practices that they otherwise would not adopt. For most practices
the program offers a flat per acre rate with a maximum of $3,500 per contract. In 1992 and 1993 the
funding levels for WQIP were $6.75 million and $15 million respectively. Currently, farmers in only a
small number of watersheds are eligible to enter the program. However, the issue has been raised (e.g.,
Sinner, 1990) of making this type of incentive payment program more widely available.

The WQIP incentive payments are not determined through market interaction. Low
patticipation rates in the current eligible areas suggests that the current payments offer insufficient
incentive to the farmers to leam about and implement the externality-reducing practices. Given that the
WQIP budget is finite, one hundred percent participation is not necessarily possible or cost effective.
Our goal is to model the probabilities of participation as a function of a range of incentive payment
offers. This response function would be useful in cost-benefit studies comparing the benefits and costs
of the various preferred management practices. In addition, .since the farmer is free (within limits) to
determine how many acres to put into the program at the offered incentive payment level, our second
goal is to determine how many acres the farmer will use the new practice on given that the farmer will

adopt the practice.

362



Given the inadequacy of the previously available data, establishing the minimum payment
levels to achieve a desired level of participation is not simple. At first glance, if one could determine a
farmer’s cost of switching production practices, then in theory one could induce the farmer to switch
practices by offering a cost share that at least covers the increase in net costs, or if the switch changes
revenues per acre as well, a cost share that covers the change in profits (assuming the change in profits
is negative).

Unfortunately, it is notoriously difficult to determine the costs of individual components of the
production process. Added to this, we would have to predict the changes in output on the targeted land.

For example, to use a profit differential approach to determine the appropriate cost share that would
induce farmer A to adopt conservation tillage, we would have t0 know the portion of the farmer’s total
operating costs devoted to the traditional tillage practice and how this would change if conservation
tillage was adopted. Plus, we would need a production function to tell us how output would change on
that acreage. To determine these costs and changes in production would be expensive, time consuming,
and quite complicated.

Furthermore, even if we could determine the difference in profits for a switch to an alternative
practice, an incentive payment based on that differential may not be sufficient to induce the farmer to
adopt the practice. For example, the farmer may be a yield, and not a profit, maximizer. The farmer
may be risk averse: even if the offered cost share might appear profitable on paper, the farmer may be
unwilling to adopt the alternative practice unless the farmer sees neighboring farmers adopting it. Some
of the preferred practices may actually reduce farm costs yet have low levels of use. On the other
hand, the farmér may be environmentally inclined and if the farmer believes that it will result in an
increase in environment benefits, may be willing to switch practices even if the incentive payment does
not fully cover the anticipated cost increases. Hence, an incentive payment based on a profit differential
may be higher than is necessary to induce the farmer to adopt the practice. To avoid these problems
associated with estimating minimum willingness to accept (WTA) to change practices as the difference

in cost or profit between the two states, one can use a direct relevation technique for assessing WTA.
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THEORETICAL BASIS FOR ESTIMATING WILLING TO ACCEPT IN THE CASE OF NO
MARKET TRANSACTIONS

Compared to attempting to estimate a farmer’s change in profit under program participation,
estimating a farmer’s minimum WTA is relatively straightforward and inexpensive. The contingent
valuation method (CVM) is a direct elicitation approach used to estimate a respondent’s willingness to
accept or pay for a nonmarket good. CVM is a market simulation approach in which the survey
respondent is provided with scenario involving a hypothetical market for good and is asked to value the
good. Since CVM is frequently used to value public goods that the respondent is unfamiliar with, such
as wildlife preservation, the survey responses can be very sensitive to the formulation of the
hypothetical market in the survey instrument. Unlike most nonmarket goods, because the farming
practices to be discussed here are hardly hypothetical to the farmer, it is relatively straightforward to
apply CVM to determine the incentives needed to adopt these practices.

The earliest CV questions simply asked respondents to state their maximum WTP or minimum
WTA for, example, the change in the level of access to some environmental amenity. However, one
can now choose among several elicitation formats. Of several possible formats for CVM, referendum,
or dichotomous choice, CVM (DC CVM) is particularly suitable for developing a model that predicts
minimum WTA for nonadopters. Under this approach, the respondent is prompted to provide a "Yes" or
"No" response to a dollar bid amount contained in the valuation question. The bid amount is be varied
across the respondents. This method is particularly likely to reveal accurate statements of value since
the format provides reasonable incentives for value formulation and reliable value statement (Hoehn and
Randall, 1987).2 In fact, the National Oceanic and Atmospheric Administration Blue Ribbon Panel’s
(co-chaired by Kenneth Arrow and Richard Solow) proposgd guidelines for conducting natural resource

damage assessment using CVM suggest that all CV studies should use the referendum format (U.S.

? While willingness to pay (WTP) questions are considered to be incentive compatible in the
referendum format, some capacity for strategic response bias (in both the upper and lower directions) may
still exist with WTA questions. However, the referendum format most likely diminishes this bias over the
open-ended question format.
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Department of Commerce, 1993). With DC CVM, instead of trying to identify the farmer’s profit
function (which, at any rate, would not include any profit-independent reasons to accept the program),
we simply need to dewﬁne whether or not the farmer’s minimum WTA is greater than or equal to the
offered payment incentive.

The farmer’s decision process is modelled using the random utility model approach. From the
utility theoretic standpoint, a farmer is willing to accept $C to switch to a new production practice if the
farmer’s utility with the new practice and incentive payment is at least as great as at the initial state,
ie. if U0,y;x) < U(l,y + C;x), where 0 is the base state; 1 is the state with the WQIP practice; y is
farmer i’s income; and x is a vector of other attributes of the farmer that may _affect the WTA decision.
C can be written as C* + 8, where § is state O pecuniary costs less state 1 pecuniary costs. Hence, C
can be considered a ’net’ incentive payment. Note that § can be positive; due to some nonpecuniary
costs, a farmer may not have switched to the preferred practice even if J is positive. The farmer’s
utility function U(i,y;s) is unknown due to components of it that are unobservable to the researcher, and
thus, can be considered a random variable from the researcher’s standpoint. The observable portion is
V(,y;x), the mean of the random variable U. With the addition of an error &, where € is an i.i.d.
random variable with zero mean, the farmer’s decision to accept $C can be re-expressed as
[l VOyx) + < V(Ly + Cx) + €.

If VG,y;x) = ¥ + oy, where o > 0, for i = 0,1, then the farmer is willing to accept $C for the change if
Y+ oy +e’ <y + oy+C) + €.

The decision to accept $C can be expressed in a probability framework as Pr{WTA = $C} =
Pr{V®+ < V' + &'} = Pr{e’ - &' < V' - V°}, where V' - V° = v + 0C, and where y=y' - .

Since V' - V= y + aC is generated directly from the utility model given. above, it is compatible with

the theory of utility maximization. The mean of the random variable WTA can be expressed as

3 0
[2] EWTA) = [[1-F@avldc - [F@avdc.
0 prey
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where F,(.) is the cumulative density function. Becanse the utility difference function can be expressed
in this probability framework, the logit or probit qualitative dependent variable regression models can be
used to estimate the coefficients.

Once the parameter estimates have been obtained, mean WTA can be calculated numerically
using the formula for the mean of a random variable. However, if the CDF in (2) is logistic or normal,

then a closed form solution to E(WTA) is available as follows (Hanemann, 1989):

(3] Ewra) = X .
a

or equivalently, decomposing 7y into the sum of its parts in a multiple regression case (with p

explanatory variables) yields

[3.1] EWTAJy = "72’%;*--- Vo)

where X, is a vector of the explanatory variables (excluding the bid variable) evaluated at, say, their
means. For a symmetric distribution, this mean value is also equal to the median value. For this paper,
the mean, or median value is of secondary importance to estimating the probability of participation in
the program for a schedule of incentive payments. These can simply be obtained through P; = F.(A).
From a cost effectiveness standpoint, the optimal rates of acceptance may not be the same for each

practice.

EMPIRICAL BASIS FOR THE DETERMINING MINIMUM WILLINGNESS TO ACCEPT
AND THE LEVEL OF PARTICIPATION IN THE WQIP

Traditionally in the CVM literature, univariate probit or logit is used to analyze the responses.
However, the referendum data may not be nonrandomly selected from the survey respondents as only

those respondents who do not currently use the preferred practices were asked the referendum questions.
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Regr;essing the referendum data without accounting for the nonrandom selection of this data from the
survey data set can produce biased and inefficient coefficient estimates. For the survey, a sample
seléction question was used to identify respondents who do not currently use the practice. Next,
respondents who said that they did not currently use the practice were asked the WTA question.
Formally, denoting the (/1 response to the sample selection question as y,; and denoting the 0/1
response to the WTA for participation question as y,;, yy; is observed only when y, = 0. In other
words, the disturbances are correlated between the two questions. The system of equations is

presented in utility difference form as

[4.1] AV“ = Xli"Yl + GC. = 8“ Whel'c yli = 1 if AV“ < 8“, YIi = O, OthCrWiSC,
[4.2] AV, = x,'Y, = &, Where y,; = 1 if AV, < &y, y5 = 0, otherwise

(€,€5;] ~ bivariate normal (0,0,1,1,p),

whe;rc 4.1 is the WTA equation discussed in the previous section, y,; = 1 if farmer i’s true WTA is
greater than the bid offer, AV,; = V° - VY, x"y = X'y, - X',,'%, &; = €'5; - €%;, and C is the

incentive payment offer. Using the same format as (4.1), Equation (4.2) is the sample selection
equation. Assuming a bivariate normal relationship for €,; and &,, bivariate probit is used to estimate
the two sets of coefficients. The bivariate probit with sample selection log-likelihood function for the

situation where y,; is observed only when y;, = 0 is:

[5] L0 Y Py = X o, 100652 -P )

,.O.y. ‘Il

LD DU LN LR S0 T D DR LT EA

where C is included in X, for notational simplicity, < is the normal CDF, @, is the bivariate CDF, and

Py is the correlation coefficient between the two equations. Because the likelihood function in equation
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(5) contains more information than would a univariate probit likelihood function for equation (4.1),
maximization of equation (5) offers efficiency gains over univariate probit. Furthermore, equation (5)
accounts for potential correlation between (4.1) and (4.2) and therefore corrects for the sample selection
bias that could occur if (4.1) were to be estimated singly (Boyles, Hoffman, and Low, 1989). The
disadvantages of the bivariate log-likelihood function in equation (5) is that convergence of the estimates
is not always easily achieved with it and estimated covariance matrices are frequently singular. Note
that if estimated p,, = 0, then the farmers who answer the WTA question can be assumed to be
randomly drawn from the sample and equation 4.2 can be ignored. Equation (4.1) can then be estimated
using probit.

Applying the definition of conditional probability, the farmer response function for the bivariate

probit case is
[6] Prob( WTA, 2 bid, | y, = 0) = O,(X;™Y;, X5 PID(-X5"Y),

where @, is the bivariate normal probability and @ is the normal probability. Of course, if p,, = 0, then

Prob( WTA, 2 bid, | y, = 0) = ®X,;'%,).

One may hypothesize a priori that potential explanatory variables for x,; and x,; include whether
or not the farmer believes the practice will affect farm profitability, soil type, type of crop(s) planted,
total farm size, amount of training needed to implement the practice, and level of environmental
awareness and concern, etc. Except for the bid offer, both equations could use the same explanatory
variables. |

As stated earlier, estimating the probit or bivariate probit with sample selection models is the
first step of our research agenda. In addition to developing the farmer participation equation as a

function of the offer amount, we would also like to know the amount of acres the farmer will enroll
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given the decision to participate. The number of acres enrolled in the preferred practice by farmer i can

be stated as
[7]1 PACRES,; = 7’0 + u,

where PACRES,; is the amount of acres in the preferred practice, 2, is a vector of explanatory variables,
and vy, is a distutbance with mean zero. Explénatory variables can include the payment offer, length of
participation in the program, total acreage, level of environmental concem, erosion potential, and type of
crop to be grown on the eligible acres.

. Unfortunately, ordinary least squares estimates of equation (7) on farmers who do not currently
use the preferred practice but égree to do so with the incentive payment are potentially biased. Because
these hypothetical acreage enrollments are only observed for the farmers who answered "yes" to the
WTA question, the sample for equation (7) is not drawn randomly from the population who answered
the survey, implying omitted variable bias. Furthermore, additional bias may be added as only those
answering "no" to the sample selection question asked the WTA question. In addition to being
potentially biased, OLS estimation of equation (7) is inefficient (Greene, 1990). The estimate of
equation (7)' can be correcied by considering the responses to the two qualitative dependent variable
questidns in the analysis of (7). Dubin and McFaddens’ (1984) or Heckman’s two step procedure, or
"Heckit® (Heckman, 1979) have been used for estimation of systems consisting of one qualitative
dependent variable and one continuous equation.

In this paper, an extension of the Heckit procedure to three equations is used for estimation
(Tunali, 1986; Greene, 1992) when p is statistically different from 0. Since PACRES,; is observed only

when y,; = 1 and y,; = 0, the revised version of equation (7) is
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(8] E[PACRES; | z, in sample] =

E[PIQ(:RESl l zp y]i = l’ y2i = 0]

E[PACRES, | z, &, 2 AV}, €&, < AV, ]

2’0 + E[u | g; 2 x,’y, + 0C,;, €, < X' ¥,]
Tunali (1986) shows that equation (8) reduces to

[91 PACRES, = 2’0+ AT, + AT, + 1,

where 1), is a disturbance term. A,; and A; are defined as:

(9.1] i = OX WX, - iy (1 - P12 VD,

A = KX R)PLX, Y, - Py - p0)* 1D,

where X, = [x,, C] and B, = [y, o] and where @, = bivariate normal CDF &(x,’B,,-x,’B,,-p;,). The
derivatives d),/oBid and d\,/0Bid are less than zero. Failure to include A, and A, in the regression
may lead to a biased estimate of the vector of coefficients 8. Greene (1992) describes the formulation
of (7) in more detail as well as providing the asymptotic covariance matrix for it. If p,, is not
statistically different from zero, then one does not need to be concerned with the potential sample
selection bias dues to omission of those who currently use the preferred practice. Instead, we need to
only be concemed with potential bias in the estimation of (6) due to inclusion of only those farmers

who answered ’yes’ to the WTA question. In this case, the basic Heckit model is used:
(10] PACRES; = 0 + AT+ 1,

where 7, is a disturbance term. A is defined as A;; = ¢(X,;¥,)/®(x,;’Y,), where v, is the vecior of probit
coefficients from the WTA question and where d\,/dBid < 0. When using the correct asymptotic
covariance matrix (see Greene, 1981; Heckman, 1979) in the linear regression of PACRES on z and A,

the coefficient estimates are consistent, if not efficient (though more efficient than OLS).
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Because the survey sampled some regions at higher rates than others (e.g. noncropland areas were
sampled at lower rates than cropland areas), the data were scaled by sampling weights. Multiplying the
data by the weights gives greater weight to the observations from the regions with the lower probability
of being selected and decreases the weight to the observations from the regions with higher probability
of being selected. For estimation, the weights are multiplied by the sample size divided by the sum of

tﬁe weights so that the sum of the weights across the observations is the sample size (Greene, 1992).

DATA DESCRIPTION

The Area Studies project is a data collection and modelling effort directly involving the
Economic Research Service (ERS), the U.S. Geological Survey (USGS) and the National Agricultural
Statistical Service (NASS). Data on cropping and tillage practices and input management were obtained
from a comprehensive field and farm level survey of about 1000 farmers in each of four critical
watershed regions: the Eastern Iowa and Illinois Basin areas, the Albermarle-Pamlico Drainage Area
covering Virginia and North Carolina, the Georgia-Florida Coastal Plain and the Upper Snake River
Basin Area. These study areas were selected from within the set of U.S. Geological Survey’s National
Water Quality Assessment (NAWQA) sites and sample sites were chosen to correspond to Soil
Coﬂservalioh Service’s National Resource Inventory (NRI) so that information on the physical
characteristics corresponding to farming activities would be available. For example, slope and erosion
potential of the soil would seem to be factors that may influence the decision to adopt conservation
tillage.

Information about the extent of the farmers’ current use of the preferred practices as well as
their willingness to adopt these practices if they do not curmrently use the practice were provided by a
supplemental questionnaire. Respondents to the comprehensive questionnaire were asked to complete
and mail in this additional section. For the final analysis, 1261 observations were available.

The practices analyzed here, a short description of each, and the current incentive payment

levels are:
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Conservation Tillage (CONTIL) - Tillage system in which at least 30% of the soil surface is covered
by plant residue after planting to reduce soil erosion by water; or where soil erosion by wind is the
primary concemn, at least 1,000 pounds per acre of flat small grain residue-equivalent are on the surface
during the critical erosion period. Incentive payment not to exceed $12 per acre.
Integrated Pest Management (IPM) - Pest control strategy based on the determination of an economic
threshold that indicates when a pest population is approaching the level at which control measures are
necessary to prevent a decline in net returns. This can include scouting, biological controls and cultural
controls. Incentive payment not to exceed $12 per acre.
Legume Crediting (LEGSR) - Involves estimating the amount of nitrogen available for crops from
previous legumes (e.g. alfalfa,clover, cover crops, etc.) and reducing the application rate of commercial
fertilizers accordingly. Incentive payment not to exceed $10 per acre for row crops.
Manure Testing (MANTST) - Estimating the amount of nutrients available for crops from applying
livestock or poultry manure and reducing the application rate of commercial fertilizer accordingly.
Incentive payment not to exceed $10 per acre for row crops.
Split Applications of Nitrogen (SPHN) - Applying one-half or less of required amount of nitrogen for
crop production at or before planting, with the remainder applied after emergence, in order to supply
nutrients more evenly and at times when the crop can most efficiently use them. Incentive payment not
to exceed $10 per acre for row crops.
Soil Moisture Testing (SMTST) - Use of tensiometers or water table monitoring wells to estimate the
amount of water available from subsurface sources. Incentive payment not to exceed $10 per acre.

All of these practices are currently being supported by WQIP. For the willingness to adopt
question for all of the practices except conservation tillage the bids offered are ($2, $4, $7, $10, $15,
$20). For conservation tillage the bids are ($4, $6, $9, $12, $18 and $24). The bid ranges were chosen

to cover what we perceived to be the likely range of WTA. The bids were randomly assigned with
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equal probability to the surveys.’ The specific referendum CVM question asked to the farmer is "If
you don’t use this practice [listed in the question] currently, would you adopt the practice if you were
given a $[X] payment per acre?" (answer yes’ or 'no’). The sample selection equation is "Is this
practice [listed in the survey] currently in use on yoﬁr farm?" (answer ’yes’ or 'no’ ).

The pool of variables from which the explanatory variables were drawn is:
TACRE - Total acres operated. -
EDUC - Formal education of operator.
E]NDEX - Sheet and rill erosion index.
FLVALUE - Estimated market value per acre of land.
EXPER - Farm operator’s years of experience.
SNT - Soil nitrogen test performed in 1992 (dummy).
TISTST - Tissue test performed in 1992 (dummy).
CTiLL - Conservation tillage used in 1992 (dummy).
PESTM - Destroy crop residues for host free zones (dum).
ANIMAL - Farm type-beef,hogs,sheep (dummy). -
GRAINS - Farm type-cash grains (dummy). -
ROTATE - Grasses and legumes in rotation (dummy).
MANURE - Manure applied to field (dummy).

HEL - Highly erodible land (dummy).

ESTIMATION RESULTS
Table 1.1 and 1.2 present the weighted univariate and bivariate probit results for the sample
selection question (i.., the question of whether or not the farmer currently uses the practice; Table 1.2)

and for the WTA for adoption question (Table 1.1). Convergence of the bivariate model was achieved

3 The survey procedures in place did not allow a more complex allocation of bids. See Cooper (1993)
and Kanninen (1993) for other possible surveys designs.
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for IPM and MANTST. For the other practices, univariate probit was used for the estimation of each
equation. For bivariate normal densities (though not necessarily for other densities), a p,, of 0 would
imply that the two equations are independent. If significant, a negative correlation is expected as y, can
equal 1 only if y, = 0. Of the six practices, the correlation coefficient between the two equations (p) is
significantly different from O only for IPM. Hence, univariate probit is sufficient for the estimation
when p equals zero, as is the case for MANTST.?

With regards to the other coefficients, in Table 1.1, the key variable, BID, is of the correct sign
and is significant to at least the 1% level for four of the practices and is significant at the 5% level for
one of the practices. BID does not achieve the 5% level of significance for IPM. In general,
explanatory power among the other variables was lower. Of the other variables common to all six
practices, the coefficient on years of education was significant and positive for there of the six practices
in Table 1.1 while coefficients on years of experience were negative and significant for 3 of the
practices. Years of experience was not significant for any practice in the results in Table 1.2. To test
for regional differences in the responses, regressions were tried with dummies for the regions but none
of the associated coefficients were significant. The difficulty in observing variables that actually factor
into the farmer’s decision on whether or not to adopt the practice demonstrates the benefits of the stated
preferences approach used here over an indirect approach, such as one that relies on estimating a profit
function.

Using the bivariate probit coefficient estimates from Tables 1.1 and 1.2 for IPM, and univariate
probit results from Table 1.2 for the other practices, Table 2 presents the median WTA per acre
estimates for each of the six practices. The median for IPM in the bivariate probit case was determined
numerically for the offer amount at which the conditional probability in equation (6) equals 50%.

Weighted univariate probit estimates range from $32 per acre for CONTIL to $57 per acre for

* The univariate probit results are available upon request from the authors.
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MANTST.? For five of the six practices, the unweighted univariate results were higher than the
weighted results. Standard errors for the univariate medians are calculated using an analytic approach
described by Cameron (1991) and are presented in parentheses below each of the values. The weighted
bivariate median for IPM is two dollars higher than weighted univariate median. The WTA results in
Table 2 show that if 50% participation is desired of the current nonusers, the required payments would
have to be much larger than the current WQIP paymehts.

For the continuous equations modelling the acres enrolled given the decision to participate,
Tab_le 3 presents the Heckit regression results for the practices where p was insignificant and the
bivariate probit with sample selection regression results where it was significantly different from zero
(the IPM case). In the table, for the Heckit results, A, is the coefficient on the Mills ratio for the WTA
question. For the bivariate probit case for IPM, A, and A, are the coefficients for the variables defined
in equation (9.1). For A, and A, for IPM, the coefficient on the former is significant. Hence,
JdEACRES/dBID cannot be isolated considered in isolation of A,. However, for the Heckit regressions
A, is insignificant and JEACRES/JBID can be estimated in isolation of A,.

Not too surprisingly, of the other coefficients, total acres enrolled (TOTACRE) tended to be the
best predictor of acres enrolled and was highly significant for all the programs. Intcreétingly, BID was
significant to at least 5 percent for only IPM and MANTST, which seems to that for the other practices
that although the bid level may be a factor in the decision to participate in the program, physical
constraints, and not price, may determine how many acres are enrolled. The coefficient on FLVALUE
was positive and significant to at least the 5% level for two of the practices and to at least the 1% level

for two others.

3 For the curious, the weighted univariate grand means (y) are -0.6275, -1.0966, -1.211, -1.5421, -
1.52341, and -1.48393, respectively for the practices in Table 2,
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MODEL APPLICATIONS

Given that the WTA estimates necessary to encourage 50% of current nonusers to adopt (Table
2) are much higher than the current payments levels, it is not surprising that participation in the program
by eligible farmers is quite low for many of the practices. However, given that encouraging
participation is not costless, a cost-efficiency or cost-benefit analysis could be used to determine what
participation rates, and hence what offer amounts would be desirable for each practice. To do this, a
farmer response function is necessary. As discussed earlier, the probit coefficient results can be
plugged into the normal CDF to predict probability of adoption of the practices for different incentive
payment levels. In conjunction, for those farmers who are predicted to adopt the practice at a given
payment level, the continuous equation can be used to predict the number of acres enrolled.

Using the univariate probit coefficients results for the WTA equation, Figure 1 presents graphs
of the relationship between the offer amount and the probability of acceptance for those farmers who do
not currently use the practices. All the adoption function show some positive adoption rate with an
incentive payment of $0. In particular, the adoption function for CONTILL predicts the highest
adoption rate (27%) with a $0 incentive payment. Interestingly, practicing conservation tillage may
actually reduce per acre farming costs (Skinner, 1990; see Reduced Tillage, Table 1). In fact,
CONTILL is also the most popular of the examined preferred practices, with over 70% of farmers in the
data set currently using the practice.® The positive adoption rate at $O suggests that some current
nonusers may be willing to adopt the practice without an incentive payment provided that they are given
sufficient information on the practice.

Figure 2 presents the univariate and bivariate response functions for IPM. The bivariate
response function is a representative farmer’s probabiljty of adoption of the desired practice given that

the farmer does not currently use that practice. The Figure 2 shows that for IPM, univariate probit

¢ The percentage of farmers in the data set currently using each practice is 1 minus the ratio of
observations (1) and observations (2) listed on the bottom of Table 1.2. ‘
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underpredicts adoption rates for incentive payments below the median and overpredicts adoption for
incentive payments above the median.

The appendix describes a model that could use these response functions to determine the
incentive payments that maximize the net benefits of the incentive payment program, where net benefits
are defined as the change in environmental benefits (in dollars) due to the switch to the preferred
practices minus the total incentive payment outlays. Further research is needed to put a monetary value

on the environmental benefits of the changes in farm management practices.

SUMMARY

Farmers can be encouraged to voluntarily adopt environmentally sound management practices
through the use of incentive payments. Current USDA practice is to offer a fixed "take it or leave it"
payment per acre to those not currently using the desired practices. Hence, there is insufficient
observed data to model the probability of farmer adoption of the environmentally sound management
practices as a function of the payment offer., Without this function, one does not know what at what
levql to set incentive payments to achieve desired levels of participation. This paper uses a direct
relevation technique based on a random utility model to develop and estimate models predicting farmer
adoption of the practices as a function of the payment offer. Models that predict the acreage enrolled
given the decision to accept the incentive payments are also developed and estimated. These results can
be used in a cost-benefit analysis to best decide how to allocétte the program budget among the preferred

production practices.
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APPENDIX
The results presented in this paper may be applied in the following simplified model for the
USDA to choose optimal incentive payments (PYMT)) such that environmental benefits minus program

costs are maximized.

[1] MAX X (EB,EACRES) - I (T PYMT+EACRES)
subject ‘to

2] EACRES; < TACRES,  for all i,

31 I (T ,EACRES*PYMT) < BUDGET

[4] X (EACRESPYMT) < FLIMIT  for all i

[51 ' PYMT, < PYMT™  for all j

[6] PYMT; 2 0

J
where i = 1,...,n farms, j = 1,...,m preferred practices and the expected number of acres enrolled
7] EACRES; = PPYMT)*f,(TACRES,PYMT)) + [1- PPYMT)]*,(TACRES,,PYMT)),

where P()) is the farmer i’s probability of acceptance and is.based on the probit results and f(.) is the
number of acres enrolled given the decision to participate (PACRE;) and is based on the sample
selection model results. Note that [1-P(PYMT)]*£, (TACRES,,PYMT)) drops out of the expected value
function in (7) since we assume that farmers who do not accept the payment will not put any acres in

the preferred practice. We assume that for administrative reasons, PYMT;, which is the incentive
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payment for practice ;, varies only across the practices. EACRES;; is the number of acres each farmer
enrolls in practice j. BUDGET is the level of available funding for the program. TACRES, is the total
size of farm i or it may be some other upper limit, such as eligible acreage, on available acres per
farmer and could be unique for each i,j. FLIMIT is the maximum total payments per farm. PYMT™ is
the maximum possible payment per acre due to some administrative or political reason. B; is the dollar
value of the environmental benefits of the new practice over the traditional practice. Note that B;
varies by farm as some farms may show bigger environmental gains by switching practices than others.
Equation 1 is the environmental benefits ($) minus the USDA’s incentive payment outlays.
Equation 3 places a ceiling on the total cost of the program. Equation 4 is the per farm limit on
payments. Note that the shadow price associated with equation 3 is especially interesting for policy
analysis, such as benefit-cost comparisons. This shadow price is the change in net environment benefits

(%) for an incremental change in the budget.
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Table 1.1. Weighted Univariate and Bivariate Probit Results: Model for the Decision to
Participate in Each of the Programs By Farmers Not Currently Using the

the Practice.

PROGRAM
CONTILL SPHN IPM LEGSR MANTST SMTST
Variable Coefficient Estimates
CONST -0.2863 —0.6686 ** —1.1790 ** —1.8774 ** —1.5626 ** —1.5574 **
(—0.94) (-3.07) (~-4.32) (—17.90) (—7.48) (=7.67)
BIDVAL -0.0198 * 0.0433 **  0.0154 0.0303 ** 0.0266 **  0.0324 **
(1.94) (5.11) (1.45) (333) (334) (4.16)
EDUC —0.0666 —0.0308 0.2562 ** 0.1002 * 0.0512 0.0959 **
(-1.23) (-0.74) (7.94) (2.29) (1.34) (2.54)
CTILL 0.0906 -— -- - - -
(0.51)
HEL -0.1139 -— - - - -— -—
(-0.58)
TISTST -— 0.8757 * -— 0.2365 —-0.2527 -—
(2.10) (0.77) (-0.73)
EXPER —0.0079 —0.0133 ** -0.0022 . —0.0004 —0.0105 ** -0.0096 *
(—1.39) (=2.97) (—0.68) (—0.09) (—2.43) (—-2.21)
PESTM 0.1869 - 0.4538 ** - - -—
(1.13) (4.40)
ROTATE 0.0306 0.0356 10.0789 0.4422 * 0.2868 0.2034
‘ (0.10) (0.16) (0.44) (1.69) (1.42) (0.97)
MANURE -0.0202 -0.2206 -= -0.3039 0.2468 * -—
(—0.09) (—1.43) (=1.57) (1.92)
ANIMAL -— 0.0742 -— 0.2942 * 0.3979 ** -—
(0.57) (2.13) (3.55)

— Coefficient divided by standard error in parentheses.

— * =significance of 5%. ** = significance of 1%.
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Table 1.2. Univariate and Bivariate Probit Results — Continued: Model for Whether or Not

Farmer Currently Uses the Practice.

PROGRAM
CONTILL SPHN IPM LEGSR MANTST SMTST
Variable Coefficient Estimates
CONST 0.4894 ** —0.6355 ** -—1.3434 ** —1.0057 ** -1.9535 —1.8991 **
(2.87) (—4.33) (—8.47) (—6.59) (—8.47) (—8.38)
EDUC —0.0075 0.0911 ** 02321 ** 0.1377 ** 0.0914 0.0911 *
(—0.23) (3.15) (7.70) (4.64) (2.08) (2.10)
CTILL 0.8769 ** -- - - - -
(9.83)
HEL 0.0631 - -— -— -— -—
(0.57)
TISTST - - 0.7551 ** -— 0.0690 -0.1741 -—
(3.34) (0.31) (-0.47)
EXPER 0.0005 0.0010 —0.0028 —0.0010 0.0023 0.0035
(0.16) (0.33) (—0.85) (—0.29) (0.49) (0.74)
PESTM ~0.3947 ** -— 0.4544 ** -— - -—
(—3.68) (4.41)
ROTATE 0.0734 -0.2081 0.0729 0.4319 ** 0.2031 -0.0116
(0.39) (-1.15) (0.39) (2.60) (0.91) (—0.04)
MANURE 0.0306 -0.0318 - 0.3602 ** 0.4248 -—
(0.25) (-0.29) (3.38) (3.12)
ANIMAL -— —0.2362 ** -— 0.0675 0.2031 -—
(—2.43) (0.71) (1.59)
RHO NA NA ~0.9849 NA -0.9783 NA
(—3.22) (—-0.00)
Obs. (1) 331 683 830 860 1101 1070
Obs. (2) 1243 1198 1202 1204 1192 1186

— * = significance of 5%. ** = significance of 1%.
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Table 2. Median Minimum Expected Willingness to Accept (Per Acre) To

Encourage Use of the Practices.

A. Univariate Probit

CONTIL SPHN IPM
$29.55 $27.39 $45.10
(6.75) (4.11) (11.16)

B. Weighted Univariate Probit

CONTIL SPHN IPM
$31.67 $25.35 $42.06
(10.38) (3.14) (9.39)

C. Weighted Bivariate Probit
CONTIL SPHN IPM

- - $44.00

LEGSR

$56.92

(16.16)

LEGSR

$50.96

(12.18)

LEGSR

MANTST

$61.63

(17.13)

MANTST

$56.59

(13.76)

MANTST

SMTST

$51.37

(12.07)

SMTST

345.76

(8.51)

SMTST

— Standard errors are presented in parentheses.
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Table 3. Weighted Sample Selection Model for Acres Enrolled Given the Decision
to Participate in the Program (Dependent Variable = Acres Enrolled).

PROGRAM
CONTILL SPHN IPM LEGSR MANTST SMTST
Variable Coefficient Estimates
CONST 225 —-298 —2376 ** 411 -112 -163
(0.34) (—1.02) (—3.15) (0.55) (—-0.21) (—0.17)
TACRE 0.05 ** 0.158 ** 0.728 ** 0.220 ** 0.103 * 0.396 **
(2.51) (5.63) (48.20) (4.53) (2.26) (9.67)
FLVALUE -0.06 0.109 * 0.131 ** 0.163 ** 0.092 0.104 *
(-1.13) (2.27) (4.66) (2.38) (1.56) (1.80)
BIDVAL -7.59 3.933 39.864 * -0.032 19.108 * 8.267
(-0.77) (0.61) (2.26) (—0.00) (2.23) (0.71)
EDUC 43.86 42.594 * 179870 **  -20.388 8.171 -3.910
(1.24) (2.13) (3.48) (-0.55) (0.24) (—0.07)
SNT -— - -— 33.802 —5.289 --
(0.287) (~0.040)
PESTM 22051 * - - - - -—
(1.89) .
ANIMAL -24323 * -22.16 —181.60 **  -~231.23 * —-60.78 —365.51 **
(—1.85) (-0.22) (-3.91) (—1.91) (—0.43) (=322)
GRAINS —44.59 71.031 —14.099 -81.509 —28290 —-11.857
(—0.46) (0.77) (-0.31) (—0.82) (—0.25) (=0.13)
LAM-1 —44359 168.88 64627 **  —-188.82 -21.76 126.77
(0.08) (1.00) (3.05) (—0.57) (=0.10) (0.28)
LAM-=-2 NA NA 207.80 NA NA NA
(0.92)
Obs. 73 123 115 64 78 100
R-Sq. 0.23 0.26 0.77 0.30 0.17 0.56

— * =significance of 5%. ** = significance of 1%.
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Figure 1. Response Curves for the Subsidized Practices
(Results based on the univariate normal distribution)
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Figure 2. Response Curves for Integrated Pest Management
(Curves for univariate and bivariate normal results)
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ABSTRACT

This paper examines how subjective perceptions of the exposure-risk transformation
function are affected by baseline exposure levels, and discusses the implications for
estimating damage and benefit functions. Using nitrates found in individual wells,
evidence is provided that perceptions of health risks at each exposure level are affected
by baseline exposure levels. A function of conditional damages and benefits is
estimated from contingent valuation data, with marginal damages and benefits reaching
a peak at an intermediate level of nitrates and then declining. Possible explanations
for this non-convexity are provided.
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EXPOSURE-BASED RISK PERCEPTIONS AND CONDITIONAL DAMAGES AND BENEFITS

Damage and benefit functions that link monetary values to the concentrations of pollutants are
fundamental to environmental economics, Broadly defined, these functions measure the economic loss
or gain across exposure levels subject to the condition that reference levels and utility are held constant.
The conventional damage function approach adopts a zero or low pollution state as a common reference
point, while the benefits approach holds reference conditions at a level that is currently experienced or
accessible [Freeman]. Implicit in the identification of a single reference level is the assignment of
property rights, as this level serves as a basis for determining welfare losses and gains.

With groundwater contamination and other environmental risks that are individually
experienced and for which property rights are not clearly established, a commonly held reference level
is inconsistent with the potential Pareto improvement criterion. Here, the relevant reference condition
for welfare measurement is the level of exposure and expected utility experienced by individuals at the
time of the policy determination. To the extent that subjective perceptions of health risks associated
with a specific exposure level depend on the reference lévcl of risk, willingness to pay (WTP) for
changes in exposure will be conditional upon reference exposure levels. Instead of a single damage or
benefits function, an alternative conditional damages approach envisions a conditional damage function
associated with each initial level of exposure.

Using nitrate levels found in individual well water and conﬁngent valuation, this paper
estimates how conditional WTP values for a 25 percent reduction in exposure levels and for avoiding a

25 percent increase in exposures are affected by initial nitrate levels.

EXPOSURE-BASED RISK PERCEPTIONS AND
CONDITIONAL DAMAGE AND BENEFIT FUNCTIONS

With respect to exposure to nitrates in well water (N), the consumer’s choice problem can be

characterized by the minimization of the ex ante planned expenditure function [Smith]
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é(gm;N,S(N),p.g, NEU)) = :;)in p/IN,S(N)]+q'x  subject to EU = EU 4]
oK

where: ¢(°) is the planned expenditure function; g(h;N,S(IN)) is the subjective distribution of health
outcomes (h) given nitrate exposure levels (N) in personal well water and averting consumption of water
(S(N)) from alternative sources such as bottled water, water from home filtration systems, and water
transported from a ’pure’ source; p is the corresponding state independent vector of prices for different

water sources including explicit or implicit prices for water drawn from private wells; q is the state

independent vector of prices for all other goods (X); and ﬁu is the expected utility referenced by

nitrate level. Under these conditions, this formulation is the dual of the option price model suggested in
Crocker, Forster and Shogren, with the exception that nitrate levels are directly incorporated into the
expenditure difference function here in order to capture "non-use’ motivations.

Willingness to pay (WTP) for a 1-8 percent reduction in nitrate exposure is given by
m& = é(g(h;N9s(N))9p9 ’EN) = é(g(h;aNas(aN))ap9q16N9EN) (2)
Similarly, WTP for a project that avoids a certain increase in contamination of 1 -1 is specified as

WIP, = é(x(h;tN,S(tN)),P,q,tN,E_Um) - ¢g®mN,SM)),p.q.N,EU.) 3

Corresponding to the direction of the change in nitrate exposure, WTP; and WTP, are referred to as
benefit and damage measures respectively. Because the reference condition is the without project status,
WTP is a compensating measure in both models. At the limit, as 1-8 and T approach 1, these
incremental measures become marginal WTP values.

It is important to recognize that the representations in Equations 2 and 3 are different than the
’standard’ presentation of damage and benefit functions: in the standard approaches the expected utility
value is held at some common reference level (say the utility level associated with N°) that may or may

not be related to the initial or target exposure levels associated with the proposed change. For example,
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if the nitrate reference point was N°= 2 mg/l, then the WTP for a 1-8 reduction from an arbitrary level

N would be given as
WIP, = é(s(h;N,S(N)),p,q,N,ETJZ) - &(gMm;3N,S(3N)),p,q,N.EU,) @

If it is assumed that state dependent utilities in the healthy and unhealthy states are the same regardless
of exposure levels and identical across consumers, then any lack of correspondence in the risk-income
trade-offs measured in equations (2) and (4) would be attributable to differences in risk perceptions and
expected utility indices. Focusing on the former, recognition that risk perceptions are subjective and
conditional upon reference levels is a feature of prospect theory [Kahneman and Tversky] and prospect
reference theory [Viscusi]. In a WTP framework, the effect of exposure-based, or conditional,
subjective probability perceptions on risk-income trade-offs is characterized in Figure 1. In this figure,
the expected utility loci across income and objective risks are dependent upon subjective conditional
risks: that is g(PIP™) is the subjective risk function conditional upon the "objective" reference risk level
PY, and g(PIP") is the subjective risk perception associated with an initial "objective" risk level PU. As
depicted, both marginal and total WTP values are assumed to be affected by their baseline levels of
risk.

One implication of exposure-based subjective probabilities and divergent expected utility loci is
that a stepwise pattern of measuring the value of reducing objective risks from P* to P" that sequentially
aggregates AB and B’C’ will lead to a biased estimate of the value of a complete reduction measured
by AC. To our knowledge, a study by Romer and Pommerehne [1990] of hazardoﬁs waste
contamination in Germany provides the only such "path" comparisons of WTP for sequential health risk
reductions. As depicted by a summary of their results in Table 1, WTP for a risk reduction from
0.0001 to 0.00005 was significantly higher for individuals with an initial reference risk level of 0.0005
when compared with those with a reference risk level of 0.0001. While such differences may be
attributed, in part, to income effects [Romer and Pommerehne] or anomalies of the contingent valuation

method such as sequencing bias, and embedding or "warm glow" effects [Mitchell and Carson;
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Kal;ncman and Knetsch], the results depicted in Table 1 are not inconsistent with the concept of
exposure-based subjective risk perceptions.

The implication from the Romer and Pommerehne study and the hypothesis of exposure-based
subjective risk perceptions is that marginal or incremental WTP across exposure levels cannot be pooled
to form a single total damages function. Instead, conditional damage or benefit functions need o be
estimated for each distinct reference set of exposures. This result is analogous to path dependency in
the welfare theory of price changes [Just, Hueth, and Schmitz]. In this case, however, the path
dependency is attributed to different perceptions of risk associated with lreference exposure levels, rather

than differences in utility indices.

NON-CONVEXITIES IN DAMAGE AND BENEFIT FUNCTIONS

Irrespective of the reference level used, little consensus has emerged in the theoretical and
empirical economics literature concerning the convexity of WTP relationships across risk levels. Early
theoretical models from the statistical life literature supported the maintained hypothesis that marginal
WTP should be convex and rise with the level of risks [Jones-Lee; Weinstein, Shepard and Pliskin].
More recent formulations indicate that convexity of WTP for risk reductions is indeterminate when
averting behévior is possible unless restrictive a priori assumptions are imposed [Shogren and Crocker;
Quiggen]. Empirical evaluations of WTP to reduce hypothetical risks have similarly found conflicting
evidence. In a study of transportation risk Jones-Lee et al. [1985] provided evidence supporting
convexity of damages across risk levels. In contrast, Smith and Desvousges [1987] observed increasing
marginal valuation with decreasing baseline risks in a study of risk reductions associated with a toxic
waste disposal site'.

The studies mentioned so far focused on the relationship between WTP and risk,. More

conventionally, damage functions are expressed as a function of physical exposure levels rather than

! Evidence of non-convexities in environmental damages for "technical" reasons have been discussed
by Repetto [1981, 1987]. This source of non-convexity is, however, beyond the scope of this paper.
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health risk [e.g. Conrad and Olsen; Xepapadeas]. Convexity in damages, or lack thereof, across
exposure levels may be determined by the convexity of the transformation function between exposure
levels and health risks. Even if damages across probabilities were convex, a sufficiently concave
transformation function between exposure levels and subjective health risks could result in a convex
damage function across exposure levels.> For instance, an individual’s subjective transformation
function may be such that a sudden jump from a zero health risk to a positive probability occurs at a
positive non-zero "threshold” level of exposure [Kask and Maani]. In other words, below a certain level
of exposure (T) individuals simply assume that risk is zero so that g(h;N)= 0 V N< T** Some
evidence of threshold effects are found in radon stdies, which demonstrate that subjective risks anchor
on government action and safety limits of exposure and shift dramatically at these points [Smith et al.].
Discontinuities of this sort may induce an unexpectedly large WTP for small shifts in objective risks
that cross subjective threshold levels simply because the change in perceived probability of adverse
health effects far exceeds the shift in objective probability.

It is also arguable that discontinuities may be more pervasive than the single threshold model,
in that individuals combine continuous ranges of probabilities into discrete safety groupings such as
definitely safe, probably safe, etc. Such judgmental heuristics could imply a step damage function:

marginal damages of a shift in exposure would conceivably be zero if the increment in exposure did not

2 Page and Ferejohn [1974] raise this issue in discussing the convexity of "environmental transfer

functions” for production externalities.

* In an influential paper, Lichtenstein et al. [1978] observed that there is a tendency to overestimate
low probability events such that there is a discontinuity between subjective risks and observed frequencies
at zero. The approach offered here suggests that this discontinuity may actual occur at a positive level of
"objective” risks. See Kask and Maani [1992] for further discussion.

* The function g(N) is used here rather than g (N, S(N) to indicate the subjective health probabilities
in the absence averting actions.
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involve a shift to another safety level [i.e g(h;6N)=g(h;N)], and the magnitude of damages might be
large if a small shift in exposure involves a perceived change in safety levels.

The convexity of damages might be also be affected by averting opportunities [Zeckhauser and
Fisher; Shitaba and Winrich; Repetto, 1987; Shogren and Crocker]. First, if averting actions offer
complete protection and the cost of averting is unaffected by the level of contaminant to be removed
(e.g. bottled water), then marginal damages associated with increased ambient levels could conceivably
be zero once individuals adopt averting actions. If complete averting behavior is adopted, the effective
exposure and risk remains constant regardless of contamination level. Anecdotal evidence from this
research supports the hypothesis that endogenous averting actions that are already undertaken are viewed
as substitutes and act to lower WTP. In response to a $216 dichotomous choice bid value for reducing
exposure levels, one respondent wrote, "No, but I would have if I hadn’t recently put in a H20 softener
and reverse osmosis system for this reason”. A pre-survey participant indicated that his WTP was
bounded because he was able to "truck” all the good quality drinking water from his daughter’s well in
town. With high investment in transporting equipment, this alternative represented a relatively
permanent solution.

To the extent that the probability of adopting such averting behavior is positively correlated
with ambicht risks [Smith and Desvousges, 1985], the aggregate damage function would be concave
from below at high levels of exposure as a greater proportion of households adopt effective averting
praé:ticcs. Moreover, WTP may be bounded simply by the opportunity for substitution. As for any
commodity with reasonable substitutes, a choke price will likely exist above which the commodity is not
consumed. Thus, we would expect marginal damages to be bounded due to opportunities for
substitution. |

Combined, the subjective perceptions of risk, pon-]jnearilies in the exposure-safety

transformation function, and averting opportunities suggest that damage and benefit functions will have

5 Kopp and Smith [1993, p. 128-29] use a similar argument in discussing the relationship between
dollar damages and an index of physical injury associated with oil spills.
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both convexities and non-convexities. A plausible depiction of total and marginal damage functions are
depicted in Figure 2. In this figure the sharp increase in WTP is associated with crossing of threshold
levels, and total WTP is truncated by averting opportunities. By similar logic, it is expected that

functions of conditional damages will have local concavities and convexities.

SURVEY DESIGN
This study was conducted in rural portions of Portage County, Wisconsin which do not have
municipally provided water (N4, = 22,432). Portage County has had extensive nitrate contamination
problems in the last two decades, and past research suggests that 18 percent of private wells exceed
government standards for nitrate (NO,-N) of 10 mg/l. The source of elevated nitrates in this region is
attributed to agricultural activities upgradient from wells [Portage County Groundwater Management
Plan].

A sequential two-stage survey design was used to measure nitrate exposure levels and to elicit
contingent values. Households participating in the survey were randomly drawn from a private mailing
list covering the targeted rural areas that did not have municipal water supplies. In the first stage
(Stage 1), individuals were asked to complete an initial questionnaire and to submit water samples that
would be tcéted at the Wisconsin State Laboratory of Hygiene for nitrates. In the second stage (Stage
2), the participants who had returned the Stage 1 questionnaire and a water sample were provided their
nitrate test results, general information about nitrates, and a graphical depiction of their exposure levels
relative to maximum naturél levels of nitrates and government safety standards (sec Appendix). Thus, |
when answering the Stage 2 contingent valuation questions used in this analysis, individuals had a full
set of specific information focusing on their current exposuré levels and general information about
sources of nitrates, possible health risks, government standards for nitrates, and possible mitigating
activities. Remedial options for individual households included repairing or improving the existing well,

constructing a new well, purchasing bottled water, and installing a denitrification system. Participants
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were informed that filtration systems would cost about $200 to $420 per year and that bottled water
would cost $480 to $720 for a three member household.

The implementation of the survey followed established procedures detailed in Dillman. A total
of 480 Stage 1 surveys were mailed. After correcting for bad addresses (ng,p,= 39) the response rate to
both stages was approximately 64 percent. Nitrate levels ranged from not detectable to over 43 mg/l

with a mean of 5.90 mg/l. Approximately 16 percent of the tests exceeded government standards of 10

mg/l.

EVIDENCE OF EXPOSURE-BASED EXPOSURE-SAFETY TRANSFORMATION FUNCTIONS
General safety perceptions reflect government health standards for nitrates of 10 mg/l. Using a
return potential response format, participants were asked "Suppose that your water test had indicated
one of the nitrate levels listed below. In your opinion would you believe that this well is safe or unsafe
Jor your household to use as the primary source of drinking and cooking water?". Nitrate levels
inclpded 2,4, 6, 8, 10, 12, 15, 20, 30 and 40 mg/1 and response categories were "Definitely Safe",
"Probably Safe", "Probably not Safe", and "Definitely not safe". Figure 3 provides average safety
responses for the three different reference groups corresponding to levels at or below natural nitrate
levels found in Wisconsin aquifers (low: <2 mg/l), levels corresponding to evidence of human impacts
but within nitrate health standards (moderate: 2-10 mg/l), and levels that exceed nitrate safety standards
(high: >10 mg/l). In all cases the rate of decrease in safety perceptions is highest across the 8-12 mg/1
range, which suggests that risk perceptions are anchoring on government health standards. Yet, at the
same time it is clear that the standard is not necessarily regarded as a safe/unsafe threshold: some
individuals appear to accept the threshold while others consider it to be too conservative or liberal.
Thus, the safety standard is not perceived to demarcate safety zones by all respondents, which conflicts
with the safe/unsafe defanlt assumptions used in past research of groundwater valuation [Edwards; Sun,

Bergstrom and Dorfman].
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Importantly, the distribution in safety perceptions differs in a systematic manner that is
consistent with an exposure-based risk perception hypothesis. Participants with "low" nitrate levels
within natural bounds perceive "moderate” exposure levels to be relatively unsafe when compared to
participants in the with "moderatc" or "high" reference nitrate levels. At the other extreme, respondents
experiencing "high" exposure levels are relatively tolerant of "moderate” and "high" exposure levels than
the other groups®.

In all, the evidence from this survey indicates that subjective risk/safety perceptions are indeed
influenced by reference exposure levels. Individuals with different baseline exposure levels have
different perceptions of the exposure-risk transformation function. This result supports the rationale for

pursuing conditional damage and benefit functions.

ECONOMETRIC MODEL OF WTP
Two separate contingent valuation questions regarding incremental changes in exposure were
posed to each respondent. One dichotomous choice question asked respondents to consider a 25 percent
decrease in their exposure levels using the following format to convey target and reference levels of
exposure:
* With the groundwater protection program the nitrate levels in all Portage
County wells would be reduced by 25 percent over the next five years. This
means that the nitrate levels in your well would fallto ___ mg/l.
* Without the groundwater protection program, please assume that the nitrate
levels in Portage County will remain at their current level. This means that
without the program your nitrate level will remain at : mg/l.

This question, which corresponds to WTP; in equation (2) above, is referred to as the “incremental

benefits” function in the analyses that follow, reflecting the fact that lower exposure levels are expected

¢ The following comparisons of low, medium and high levels were significantly different at the 5
percent level using a difference of means test: low-medium, NO,=2,4,6 mg/l; low-high,
NO,=24,6,8,10,12,15 mg/l; medium-high, NO,= 6,8,10,12,15,20 mg/1.
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to reduce, or at least not increase, the subjective probability of illness. The term incremental is used
because the magnitude of the change being evaluated.

Target and reference levels for the dichotomous choice question that elicited WTP to avoid an

increase in exposure (incremental damages) were depicted as follows:

* With the groundwater protection program, nitrate levels in all Portage
County wells will definitely be kept at their current levels. This means that
the nitrate levels in your well will remain at mg/l, and that future
increases in nitrate levels would be avoided.

* Without the groundwater protection program, please assume that it has been
estimated that the nitrate levels in all Portage Count wells would rise by 25
percent over the next five years. This means that the nitrate levels in your
well would rise to mg/l if this groundwater program is not adopted.

In both the benefit and damage formats the reference and target exposure levels were individually
inscribed in the blank spaces of each survey.

Following these descriptions of the reference and target conditions, a YES/NO response was

elicited for the following contingent valuation question.

Would you vote for the groundwater protection program described above is the total

annual cost to your household (in increased taxes, lower profits, higher costs, and

higher prices) were $ each year beginning now and for as long as you
live in Portage County?

Dollar"bid"values were individually inscribed in.each survey and ranged from $1 to $999.

With the dichotomous choice format used in this survey, individual values are not directly
observed. A YES or NO response to a dichotomous choice question merely provides an indication
between bid values (A) and the individual’s "true'; value, defined here to be WTP. Thus, although an
indicator of the valuation is observed, the actual value remains a random variable. Assuming a logistic

functional form, the WTP distribution can be estimated by

I(YES;X) = I(WTP2A) = 1-FAX/BK) = [1+exp@ XVt ®)

where X is a vector of covariates, P is a corresponding vector of coefficients, and k is a scéle parameter
[Cameron]. In this formulation it follows that E(WTPIX)=X" B, where the vector X includes a constant.

If X includes nitrate exposure levels, then a function of conditional damages can be estimated for the
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incremental valuation questions described above. In the analysis that follows polynomial functions of
nitrate levels are estimated.

As discussed in the conceptual framework, averting actions should affect the marginal rate of
sub.stitution between ambient exposure levels and all other goods. The binary variable DAVTPERM
pools two averting actions that are regarded as having high and relatively irreversible investment costs:
installing a purification system and trucking water in from another source. As discussed, these actions
represent an investment in personal protection, and would be expecied to have a negative effect on WTP
for marginal risk reductions. A similar conclusion does not necessarily follow for purchasing bottled
water as an averting activity. While, from the perspective of substitution this may exert a negative
effect on WTP, the fact that some individuals would no longer purchase bottled water if their risk was
reduced might also have a positive effect on WTP if bottled water expenditures were relatively large.
Given these countervailing influences, there is no sign expectation for the coefficient on the binary
averting behavior variable DBOTWAT.

Evidence from the psychological literature suggests that the formulation of risk and safety
pcrécptions is more profound than a simple mapping between exposure and probabilities of adverse
health states. Investigating the multiple dimensions of perceived risk, Slovic, Lichtenstein and Fischhoff
found that nitrogen fertilizers had high scores along principal "undesirable” dimensions in factor space
analyses, and, by extension, have low acceptability [Slovic et al.]. Translated into the welfare
framework, the perceived benefits of reducing ambient levels are high and should be correlated with
certain underlying socio-psychological factors.

Beneficiality: Acceptability of risks have been linked to the voluntariness with which they are incurred
[Starr; Slovic] or the perceived beneficiality of exposure [Viek and Stallen]. For example, in examining
air pollution standards, Baird [1986] found that "smelter employed respondents were much more likely
to be tolerant of the [air pollution] risk" (p. 432). Due to the strong sample association between

perceptions that "nitrates are a problem in Portage County” and the belief that "agricultural fertilizers
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are a major source" of nitrate contamination,” along with the scientific evidence that elevated nitrates
in Portage County are linked to agricultural activities [Portage County Groundwater Management Plan],
a binary variable DFARM for houschold involvement in farming was included in the model. The
coefficient on this variable is expected to be negative.

Familiarity: People who have lived with exposure over a period of time without observing health
effects are less likely to be concerned about environmental hazards. Support for this supposition is
proyvided in previous empirical studies of environmental risk, which have found "years in home" [radon;
Smith and Jobnson], "number of years living in (town)"” [groundwater: Schultz and Lindsay], and "long-
time" residency [groundwater: Hamilton] to be negatively correlated with risk perceptions, WTP for
environmental protection, and environmental concems, respectively. To account for this factor, a
categorical variable (LIVEPAST) of responses to the question "About how long have you lived in
Portage County” is included in the analysis, with an expected negative coefficient.

Environmental and Non-Use Motives: Similar to familiarity, environmental concerns have been
linked to risk intolerance and WTP for groundwater protection. With respect to groundwater, Edwards
[1988] found bequest motives to be a strong contributor to WTP for groundwater protection. Mitchell
and Carson [1989] and McClelland et al.[1992] have also found strong bequest, stewardship and
intrinsic moﬁves for the perceived benefits of groundwater protection. To capture these non-use values,
a simple sum (NON-USE) of categorical responses with regards to health concems of "future
generations" and "other people living today" was created.

Demographic Characteristics: A number of demographic or socioeconomic characteristics have been
linked to risk perceptions and contingent values, and are thus incorporated as control variables in the
analysis. Adoption of averting behavior [toxic wastes, Smith and Desvousges, 1986], learning about

risks [radon: Smith et al.], and WTP for risk reductions [transportation: Jones-Lee, Hammerton and

7 Kruskal’s Gamma () statistic for measuring association in ordered variables had a highly positive

and significant value of association [0.471(sd=0.058)] between beliefs that "agricultural fertilizers are a
major source of contamination” and the perception that "nitrates are a problem in Portage County" [Poe,
p. 108].
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Philips] have been found to be negatively correlated with age. The sex of respondent is also routinely
included in studies of environmental concerns. While Hamilton [1985] observed a "motherhood effect”
in which women with small children viewed water pollution as a particularly serious problem and
Viscusi, Magat and Huber [1987] note a "parental altruism” effect in risk-dollar tradeoffs, a general
survey of environmental risk studies suggests that the sex of the respondent is not related to
environmental concerns [Van Liere and Dunlap]. Various forms of education variables are also a
mainstay of risk analyses, with some evidence that there is a negative relationship between education
and risk tolerance (e.g. Loomis and Duvair). These parameters are included in the analysis with the
variables AGE, DSEX, and DCOLLEGEGRAD.

Definitions, descriptive statistics, and the expected signs of the coefficients are provided for

each variable in Table 2.

INCREMENTAL CONDITIONAL DAMAGES AND BENEFITS

The econometric evaluation of a function of incremental damages across nitrate levels was
estimated using the logistic function presented in Equation (5) and the two stage-estimation process
detailed in Cameron [1988]. The paucity of observations at high nitrate levels and the polynomial
approach uéed to model responses across nitrate levels limited the analysis to an upper bound of 25
mg/l. A lower bound of 0.20 mg/l was set to account for reductions that would be measurable: the
testing method used by the Wisconsin State Laboratory of Hygiene was not able to measure nitrate
levels below 0.15 mg/1® As a result, 28 observations were deleted from the lower tail and 7
observations were deleted from the upper tail of the nitrate distribution. Because of itemn non-response,

there was a different number of observations for the benefit (n=221) and damage (n=218) estimates.

¥ Further support for this lower truncation point is that the United States Geological Survey assumes

that levels less than (.2 mg/1 represent natural background levels. In the USGS classification system, levels
from 0.2 mg/l to 3 mg/l are transitional, and may or may not represent human influence. As noted in the
nitrate information sheet, 2 mg/l is regarded as the upper bound for natural levels in Wisconsin.
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After accounting for this truncation, the number of observations represented about 50 percent of the
mailable Stage 1 surveys for both questions.

Econometric estimates for "Full" and "Nitrates Only” forms of the first, second and third order
polynomials are provided in Tables 3a and 3b. In general, the significant coefficients on the non-nitrate
covariates have the expected sign. Non-use motivations and the age of the respondent have positive and
negative coefficients, respectively. Involvement in farming has a negative effect on WTP in the benefits
estimate, but is not a significant explanatory variable in the damages model. In contrast, the coefficient
on the education variable is positive in the damages estimate, but is not significant in the benefit
models. Being a female has a negative effect on WTP in this data set.

It is interesting to note that purchasing bottled water in the past has a positive effect on WTP to
avoid a 25% increase in exposure. However, a similar result is not observed for risk reductions.
Permanent averting actions were not a significant explanatory variable in either model, a result that
might be attributed, in part, to the fact that only a small number of participants had adopted permanent
averting actions. Regardless of cause, the results of this analysis do not support the hypothesis that
actual averting actions negatively impact WTP.

In spite of this observation, WTP pay for incremental reductions and avoiding incremental
increases in exposure levels does appear to be bounded. While incremental WTP rises with exposure
levels as indicated by the positive coefficient on the linear models for both the benefit and damage
functions, the quadratic and the cubic models suggest that the functions of conditional benefits and
damages have regions of convexity. The cubic form, which provides the best ’fit’ of the polynomial
functions investigated®, suggests that damages are convex for relatively low levels of exposure, but are
eventually concave. Points of inflection are determined to be approximately 7.5 mg/l and 8.0 mg/l for

the benefit and damage functions, respectively.

k Higher order polynomials were investigated, but added litde to the fit of the models. Moreover, the
inclusion of higher order polynomials acted to model individual observations at the upper end of the nitrate
spectrum.
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Using the "Cubic Nitrates Only" estimates, a graphical depiction of WTP for incremental
changes in exposure is provided in Figure 4. It is obvious from this figure that WTP reaches a
maximum and then diminishes for both benefits and damages.'® It is interesting to note that the
maximum of the benefits function, at 14.9 mg/l, closely corresponds to a point where a 25 percent
reduction will place the final level very close to the 10 mg/l standard. The incremental damages
function reaches a maximum at 15.9 mg/l. This correspondence between maximum WTP and observed
thre.s.hold responses is more obvious when incremental values are converted to marginal values. As
depicted in Figure 5, the maximum values peak at 10.5 for the benefit function and 11.3 for the
damage function. Importantly, this analysis of marginal WTP demonstrates that responses are not
simply governed by a symbolic or warm glow effect in which WTP values are not affected by level of
exposure. If such lack of responsiveness was the case, marginal values derived from an incremental
analysis would be a declining function across all nitrate levels.

As noted, the eventual decline in incremental WTP does not appear to be attributed to averting
actions that have been undertaken. Instead, it is hypothesized that WTP is bounded simply by the
opportunity for substitution through the establishment of a choke price: maximum WTP values of
$394/year for incremental benefits and $325/year for incremental damages fall in the range of annual
least cost avérting expenditures of $200 to $420 for an average household. The fact that incremental
W'fP for risk reductions acwally declines after an intermediate level of exposure may be related to the
‘fact that individuals may not perceive a change in safety levels across high nitrate levels. Over two
thirds of the respondents felt that water with high nitrate levels of 15 mg/l or higher was definitely not

safe for their household to use as their principal source of drinking water. For those individuals, for

° In constructing this figure, WTP was restricted to be non-negative. If values fell below zero, they
were recoded to zero. Only four such violation at the upper end of the nitrate distribution (at 22.9 mg/l,
23.6 mg/l, 23.7 mg/l and 24.2 mg/l) were observed for the reduced risk question. These violations are
attributed to the restrictive nature of using polynomial functions for the analysis.

"' Values depicted in Figure 5 were obtained by interpolating the WTP for 25 percent changes
assuming local linearity in damages. To avoid extrapolation beyond the original change in nitrate levels,
the analysis is truncated at 4 mg/l.

402



example, a shift from 20 to 15 mg/l would still leave them in a definitely unsafe zone. In spite of these
majority feelings however, a small positive reduction is observed over the range because some

individuals still perceive the reduction to improve their health probabilities.

SUMMARY AND IMPLICATIONS

This paper argues that if risk perceptions are a subjective function of reference exposure levels,
then damage functions should be conditional upon the exposure level. In a case study of nitrates,
subjective safety perceptions of nitrate exposure levels were found to be related to baseline exposure
levels. Individuals in different baseline exposure categories had different exposure-safety transformation
functions on average. In spite of their differences, however, the exposure-safety transformation for all
reference groups responded to government standards as predicted by a threshold model.

Adopting the conditional damages perspective, functions of incremental damages and benefits
were estimated and found to have areas of convexity and concavity. Importantly, perceived benefits
and damages appear to be based on the information provided, and the benefits were highest for exposure
levels for which incremental reductions in exposure approach government health standards. A second
result from the empirical analysis is that incremental damages and benefits diminish after reaching a
peak at an intermediate nitrate level. This result contrasts with the conventional approach to damage
assessment which suggests that WTP for a small reduction in exposure monotonically increases with
exposure levels. The implication of this finding is that the greatest benefits from intervention will
occur at some intermediate level of exposure.

The eventual decline of incremental WTP does not appear to be attributed to averting actions
that have been undertaken. Only a small portion of the households in the study had undertaken averting
activities and the coefficients on these actions were insignificant. Instead, the upper bounds on WTP are
attributed here to the opportunity for substitution through the establishment of a choke price and the fact
that the incremental shifts in exposure levels do not greatly affect perceived safety at high levels of

exposure,
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Table 1: Reference Levels and WTP for Hazardous Waste Risk Reduction from Rémer and Pommerehne

"Objective” Risk Intitial "Objective” Risk t Value*®
Change

0.0005 0.0001
37.06 NA

0.0005 --> 0.0001

0.00005 -—-> 0.000025 NA 10.29 NA

* one-sided test b ##% = 1% level of significance
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Table 2: Descriptive Statistics of Model Variables

Mean Mean

Variable Description [n=205] [n=208]

LIVEPAST Categorical variable for number of years of 2.35 234
residence in Portage County: (1.05) (1.05)
0 = less than 1 year; 1 =1 to 5 years;

2 =610 10 years; 3 = 11 to 15 years;
4 = over 15 years.

OWNAGE Categorical variable: 271 2.70
1 = less than 18; 2 = 18 to 44; 3 = 45 to 64; 0.77) 0.77)
4 = 65 or older.

DSEX Binary variable for sex of respondent: 0.39 0.38
0 = male; 1 = female. (0.49) (0.49)

DCOLLEGE Binary variable for college graduate: 0.25 0.26

GRAD 0 =no; 1 = yes. 0.44) (0.44)

DFARM Binary variable for involvement in farming: 0.20 0.20
0 = no; 1 = yes. (0.40) (0.40)

DAVTPERM Binary variable for permanent averting activities 0.04 0.04
of installing a purification system or carrying 0.21) (0.19)
water from another source:

0 =n0; 1 = yes.

DBOTWAT Binary variable for purchase of bottled water for 0.03 0.03
health reasons: (0.18) (0.18)
0 = no; 1 = yes.

NON-USE Categorical variable or nitrate health concerns 6.70 6.71
about other people living today and future (1.31) (1.31)
generations:

Ranging from 2 = not concerned to
8 = extremely concerned.
NITRATE Nitrate level 5.93 5.98
' (4.99) (4.99)
NITRATE? Squared nitrate level 59.95 60.58
(102.89) (102.46)
NITRATE? Cubed nitrate level 839.73 844 .46
(2132.35) (2119.10)
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Table 3a: Polynomial Functions of Incremental Benefits (25% reduction)

Linear Full Quadratic Full Cubic Full
Nitrates Linear Nitrates Quadratic Nitrates Cubic
Only Only Only

CONSTANT 61.64 -72.11 -35.02 -154.38 29.35 -115.10
(50.78) (217.34) (77.63) (224.51) 48.19)  (220.31)

LIVEPAST 4191 -41.58 -44.85
(31.50) (31.46) 32.17)

OWNAGE -116.96 -122.50 -121.58
4621)" 46.99)" @791~

DSEX - -87.24 -73.19 -86.08
(65.43) (65.74) - (66.91)

DCOLLEGE 54.83 40.83 34.51
GRAD (69.34) (69.87) (71.49)
DFARM -132.15 -150.23 -153.32
(7795) (79.59)" (81.04)

DAVTPERM 254.77 240.28 197.35
(225.44) (216.03) (234.66)

DBOTWAT -42.89 -52.81 -78.68
(161.05) (162.53) (167.73)

NON-USE 95.22 96.55 100.45
(28.90)™ (28.95)™ (29.63)""

NITRATE 1247 7.84 46.16 38.98
6.49)° 6.44) (20.87)" (20.78)

NITRATE? -1.71 -1.57 492 4.26
0.99)" 0.99) aen™  @Q.713)

NITRATE? -0.22 -0.20
©0.08)™  (0.09

k 213.03 173.75 209.73 173.00 207.66 175.16
41.28)™ (32210 | (40.12™  (3l84)™ | 39.84)" (3225

n 221 208 221 - 208 221 208
2 47.58 82.81 50.84 85.57 55.34 89.12

McFadden R? 0.16 0.29 0.17 030 0.18 031

Notes: Asymptotic Standard Errors in (). Significance levels are denoted * (10 percent), ** (5 percent) and *** (1 percent)




Table 3b: Polynomial Functions of Incremental Damages (avoid a 25% increase)

Linear Full Quadratic Full Cubic Full
Nitrates Linear Nitrates Quadratic Nitrates Cubic
Only Only Only

CONSTANT 24.38 -427.09 -34.94 -463.51 23.34 -415.81
(51.48) (217.28) (81.89) (226.51) 4998)  (21525)

LIVEPAST 54.02 5391 53.02
3277 (32.76) (32.48)

OWNAGE -84.93 -88.86 -88.52
@1.37™ 42.12)" (41.70)™

DSEX -124.06 -118.17 -128.90
64.73) (65.41) (65.09)"

DCOLLEGE 259.75 258.51 258.46
GRAD (7156)"" (71.84)" avrm™
DFARM 935 -16.04 -13.52
(70.68) (71.74) (71.18)

DAVTPERM -14.35 -13.32 -32.73
(197.74) (199.13) (203.07)

DBOTWAT 42496 434.08 415.89
' 18217~ . (18532 (184.99)
NON-USE 82.00 8330 83.44
(26.18)™ 2647 (26.32)""

NITRATE 1549 13.62 35.23 27.18
' 6.56)" 6.72)" (21.09) (20.13)

NITRATE? -1.01 -0.73 3.58 2.94
(1.01) (1.00) asn= 149"

NITRATE? -0.15 -0.12
0.08)" ©0.07"

Kk 197.00 156.31 201.36 156.78 200.98 155.74
(36.04)""  (28.08)™ | (37.65)™  (28.38)™ | (37.67)"" (28.33)""

n 218 205 218 205 218 205
x2 49.78 93.42 50.86 93.95 52.25 94.95
McFadden R? 0.17 034 0.17 034 0.18 0.34

Notes: Asymptotic Standard Errors in (). Significance levels are denoted * (10 percent), ** (5 percent) and *** (1 percent)
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Figure 1: Reference-Based Risk Perceptions [g(P|P )]
and Subjective Expected Utility (EU) Loci
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Figure 2: Plausible Damage Functions

Total

Averting Opportunities Dominate

Threshold Level
(Safety Limit)

- s

Exposure Level

Marginal or Incremental

Exposure Level

412



$wWTP

Figure 3: Safety Perceptions for
Diff. Nitrate Reference (NR) Groupings
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Figure 4: Incremental Damage and
Benefits Functions (25 Percent Change)
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Figure 5: Marginal Damage and Benefit
Functions (imputed)
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MAKING SENSE OF SUSTAINABILITY

Alan Randall’

The Ohio State University

Contrary, perhaps, to the impressions of non-specialists, there already exists a substantial
economic literature on sustainability. There is a considerable economic-theoretic literature and a
considerable prescriptive literature. The intersection, even, is non-empty; that is, some of the theoretical
literature takes seriously the task of prescription, and some of the prescriptive literature is sensitive to
what can be learned from economic theory. It is true there is little empirical literature; but I find it hard
0 be critical about that: it is not easy to imagine what a meaningful economic-empirical literature about
sustainability would look like.

The diagnostic and prescriptive literature appears at first glace noisy and discordant. Diagnoses
range from simple market failures to modermn lifestyles incompatible with the carrying capacity of the
planet. Poﬁcy prescriptions run the gamut from correction of market failures to elimination of
discounting, intergenerational reassignment of entitiements, optimal re-investment rules for natural
resource rents, and a safe minimum standard of conservation; and that is just from relatively mainstream
resource economists. Some of our ecological economist colleagues would extend the range of
prescriptions to include "robust strategies” emphasizing resiliency, and radical restructuring of the
modern consumer economy and society.

In trying to make some sense of all this disagreement about diagnosis and prescription, perhaps

the place to start is with the theoretical literature.

‘I have benefitted greatly from a dialogue with Mike Farmer that continues beyond the research for
his dissertation (1993).
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Economic Theory and Sustainability
What, exactly, are the theorists concerned about sustaining? The literature suggests at least five

different sustainability goals.

Sustainability Goals

1. Maintaining Welfare, or Aggregate Qutput. A reasonable goal is to sustain welfare
across the generations. The Bruntland Commission’s definition--meet(ing) the needs of the present
without compromising the ability of future generations to meet their own needs (WCED 1987)--would
surely be satisfied by any arrangement that succeeds in maintaining welfare for the indefinite future.

Solow’s famons (1974) formulation addresses aggregate output:

£

where Y is agéregatc output, L is labor (i.e., population, such that dividing by L puts things in per
capita terms), D is natural resources, K is reproducible capital, technology is Cobb-Douglas, and t is the
rate of technological progress. However, output is aggregated in such a way that maintaining Y/L is, in
effect, maintaining welfare.

2. Maintaining the Stock of Capital. This goal which addresses D plus K, (i.e., societal
wealth properly indexed and aggregated) arises from the Solow view of the world; especially, from his
favorable assumptions about the substitutability of D and K. To meet this goal, some type of Hartwick
(1977, 1978) rule is followed: the scarcity rents from natural resources exhaustion must be re-invested
in reproducible capita. The purpose of such a rule is to maintain the productive capacity of society

which, if accomplished, would maintain welfare,
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Notice immediately that the Hartwick rule is either tautological or wrong. If D and K are
excellent substitutes (e.g., as would be the case with CES aggregate production technology and
substitution elasticity > 1), if K and Y are aggregated and indexed according to optimal pricing rules,
and if resource rents reflect correctly the value of incremented scarcity due to extraction, then that rule
is correct by definition. Otherwise, satisfying the Hartwick rule is insufficient to sustain welfare.

3. Maintaining Natural Resources. If natral resources really are different, ie,, D and K
are not very good substitutes, then sustainability policy has to be targeted at D itself. Daly (1990), and
Pearce and Turner (1990) are among the economists who have tried to delineate policies addressed
specifically to D. El Serafy (1989) has proposed a rule requiring that habitats and biotic resources not
be used beyond their long-run regenerative capacity, and exhaustible resources be depleted no more
rapidly than they can be replaced by s;ustainablc harvest of renewables. Barbier, et al. (1990) propose a
policy of compensatory projects, such that non-sustainable harvest of a particular resource is
compensated by some particular D-enhancing project in order to sustain aggregate D.

‘While the standaf?i growth model characterizes D as natural resources for production, it is well
to remember the importance of nature for assimilating wastes. Some of the major sustainability issues
currently on the public mind--e.g., global warming, and depletion of the ozone layer--concern the waste
assimilation capacity of D. The maintenancc of natural resources may require constraints on release of
wastes.

4, Ecological Sustainability. If biotic resources really are importantly different from K
and from, say, mineral deposits, then sustainability policy should be targeted toward biotic, or ecological

“sustainability (e.g. Common and Perrings 1992). Such an approach may well require radical re-thinking
of how economists model sustainability issues; and it may well suggest radical restructuring of modern

» consumer society. Argumeats to support these kinds of approaches are likely to involve not just the

modeling assumptions but also the ethical stance of biocentrism or "deep ecology” (see e.g., Taylor

1981, 1983).
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5. Preservation of Particular Natural Resources. Regardless of one’s position concerning
aggregate Y, D, and K, there may be particular natural phenomena--geological formations, habitats,
ecological associations, or species—that one wants to see preserved for the future. Preservation
arguments of this kind seldom hinge on urgent concerns about human survival (or, if they do, they
logically collapse into one of the above four categories). Preservation motives xangé from the utilitarian
(these things provide pleasure indirectly or directly), to claims of intrinsic value (they have a good
of t'hcir own), to claims that they have ﬂghts that we are obligated to respect. One commonality,
however, is the premise of uniqueness, i.e., that the thing to be preserved has little in the way of
acceptable substitutes.

Since preserving certain particular natural resources is acceptable (although likely for different
reasons) to proponents of the first four kinds of sustainability goals, I will first concentrate on goals one

through four. I will, however, eventually return to issues concerning preservation of natural resources.

Modeling Assumptions

The choice of sustainability goals, and the modeling results concerning attainability of any
particular goal, depend on modeling assumptions.

Cafce or Corn: Is Production Modeled Explicitly? Cake-eating models deal with the optimal
depietion of a given endowment, and generate only one robust result: a society that discounts the value
of future consumption will choose a consumption path declining with time. Within one’s own life,
such a choice might be termed myopic. In a multi-generational context, such selfish behavior can be
supported only by a positional dictatorship of the present generation (Ferejohn and Page 1977). From
the perspective of sustainability, however, none of this is very interesting: a cake-eating universe is
inherently unsustainable, and the kmds of discussions one can base upon such models have an

unrelievedly pessimistic tone.
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At the opposite end of the optimism-pessimism scale, Solow (1974) provides a model in whic;h
society could conceivably maintain its welfare across indefinitely many generations even though it uses
exhaustible resources. Solow’s model explicitly considers production, but to Solow (1974), production
is greatly facilitated by Cobb-Douglas technology and perfectly-divisible D.

An intermediate position considers a natural resource that is capable of regeneration, within the
bounds set by biological possibilities. Future prospects are influenced by the regenerative capacity of
the natural resource, as well as the degree to which reproducible K can substitute for it.

Substitutability. In comparing the first four sustainability goals, perhaps the first thing that
strikes one is the importance of assumptions about substitutability. Models addressed to the first two
goals typically assume generous substitution between particular resources and between aggregate D and
K. Maintaining welfare clearly permits a broad range of substitution in consumption, as does the
concept of aggregate output. Generous substitutability is assumed in production, such that output can be
maintained even as the composition of aggregate capital shifts markedly. While seldom modeled
explicitly, it is clear from the discussion in this literature that technology is assumed to progress over
time and to respond to relative scarcity so that its progress is tilted toward increasing the substitutability
of plenﬁfql resources for those that are scarce. In some treatments, K is clearly intended to include
human capital and to embody progressing technology.

Analysts who are more impressed with the limits of substitutability, gravitate to sustainability
objectives (3) and (4). They sec the need to focus sustainability policy specifically on maintaining
natural resources and/or biotic resources.

Substitutability can, of course, be a matter of more than tastes and technology. Some of the
literature in environmental ethics and most of the "deep ecology" literature suggests ethical limits on
substitution: to substitute the artificial for the natural and be just as happy may be, ipso facto, an

indication of depravity.
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Regeneration of Biotic Resources. It is common for economists to model regeneration of biotic
resources as a function, often sigmoid in shape. I will do some of that, later in this paper. To
conceptualize uncertainty, I assume that the regeneration function is not deterministic but can be
represented as a confidence band. The more risk-averse among us can focus mainly on the lower
boundary of that band.

While for economists that is a considerable concession to existential uncertainty, many
ecologists believe that in reality much less is known about the regeneration of natural populations.
While economists seck point solutions identified by familiar tangents to regeneration curves, ecologists
are more likely to examine the resiliency of the populations and to seck robust policy solutions that
perform reasonably well over a broad range of conditions.

Single-agent or Structural Models? Models in the Ramsey-Solow tradition are single-agent
models. There is no division in roles, e.g. producer, consumer, government; and no populations of folk
in different circumstances who might be motivated to trade, so that prices may emerge.

| Recently, Howarth and Norgaard (1990) and Farmer (1993) have developed conceptual analyses
in which the structure of succeeding generations is explicitly modeled. These models produce insights
about resource prices, discount rates, and endogenous incentives for rationing and resource conservation

that are unattainable with singe-agent models.

Lessons From an Over-lapping Generations Model
Farmer (1993) constructed an overlapping generations model along the following lines. At any
time, there are three generations living (young, y; middle-aged, m; and retired, r) For any individual, an

optimal life-plan maximizes

UC,) + U(C,) + U(C,)
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(where C is aggregate consumption), subject to production technology, the regeneration function for D,
and various accounting restrictions: the young borrow K and buy D; the middle-aged lend K and sell
D; the retired just consume; production combines D and K to produce (more) K; all consumption is
taken from K; all budgets balance; and materials balance.

The model starts with initial endowments of D and K, and determines resource allocation,
consumption, and prices endogenously, as the generations trade with each other and succeed each other.
In the model, all agents have perfect foresight. This is not stacking the deck: much of the previous
literature worries that selfish agents, even with perfect foresight, may choose an unsustainable
consumption path. Farmer’s agents are selfish, rather than altruistic; intergenerational altruism is much
to be encouraged and can only help in the quest for sustainability, but it would be stacking the deck to
assume it,

This model enables us to criticiuc four rather standard prescriptions for sustainability.

Discounting Is Not the Problem, and Discount Rate Repression Is Not the Solution. It is '
perhaps the most enduring of myths that a society which discounts future production and costs ipso
Jfacto sacrifices fuwre welfare, and therefore violates reasonable requirements for intergenerational equity
(Young 1992). Note that the individuals in Farmer’s model maximize welfare summed, undiscounted,
across the three life-stages. The individuals are neutral with respect to time preferences about
consumption. Nevertheless, positive interest rates emerge endogenously. Why? Because capital is
scarce and productive, and the young have to buy (borrow) it.

In Farmer’s model, future prospects depend on what is assumed about initial endowments, the
substitutability of D and K, and the regeneration of D. A considerable range of outcomes is possible:
welfare may be increasing or decreasing over time; resource crises may occur, ¢ven with perfect
foresight. In cases where future prospects are for declining welfare, it may be tempting to blame the
positive interest rates that emerge endogenously, and to prescribe discount rate repression in order to
raise future consumption. But that would be the wrong diagnosis and the wrong prescription:

regardless of whether the consumption path is increasing or decreasing, a policy of interest rate
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repression would only make things worse for the future. Furthermore, this result has nothing to do with
any positional dictatorship of the present generations. Unbom future generations would prefer that those
living now face incentives to save, and to select only those investments that pass a net present value
test.

Entitling Future Generations Will Help Them Less Than One Might Think. Réocntly, Bromley
(1989) proposed that the problem of sustainability could be solved by an appealingly simple yet
effective instrument: a reassignment of property rights to future generations. This approach would be
effective: a future generation protected by property rights would have veto power over carlier-
gengration actions that might threaten'its welfare. It would be simple: the property rights reassignment
to the future would be once-and-for-all (although it would require a momentous public decision to
actually make such a change); and enforcement of the reassigned property rights would proceed
routinely, as does current enforcement of ‘cm'rently-assigned property rights.

Howarth and Norgaard (1990) endorse this proposal, based on their analysis with a two-
generation, overlapping generations model, in which prices are given exogenously. They start by
examining trade between adjacent generations, given that property rights are first reassigned from the
older to the younger. Then, by induction, they consider entitlement of distant future generations.

Both Bromley (1989) and Howarth and Norgaard (1990) are alert to the Coase theorem, which
would suggest that reassignment of property rights (even across generations) would have less impact on
resource allocation than one might think. Nevertheless, they conclude that Coasian concerns do not
undermine the validity of their proposal.

| In Farmer’s model, intergenerational trading opportunities are much more complete than ip the
Howarth-Norgaard model. With three generations, asset and capital markets are completely
characterized, and prices are endogenized. Production responds to prices, and prices respond to
demands. The Coase theorem, properly interpreted, says something like: the fewer are the impediments
to trade, the more nearly are resource allocation outcomes insensitive to the initial assignment of rights.

Farmer’s results conform to the Coasian insight. The assignment of property rights to each successive
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young generation at birth provides only modest protection for the immediate unbom generation; the
effect on more distant generations is indeterminant. In cases where the model predicts that current
consumption levels are unsustainable, the reassignment of property rights is typically insufficient to
reverse that outcome. To express it more formally, the Howarth-Norgaard finding - that reassignment
of property rights to future generations is sufficient to secure future welfare — is not attainable as a
general equilibrium result.

Hartwick Rules Are Not Policy Prescriptions. Hartwick rules require that Hotelling (i.e.,
scarcity) rents from exhaustible resource extraction be re-invested. I have argued, above, that the claim
that Hartwick rules assure sustainability is either tautological or wrong. Here, I address their
serviceability in prescription.

There’s no assurance that a Solow single-agent economy will generate the prices that validate
the Hartwick tautology (Krautkracmer et. al. 1994). There are enormous obstacles to, first, measuring
the rents from resource depletion and, then, overcoming the incentive problems in controlling capital
investment to ensure that the ex ante and ex post value of national wealth is unchanged. Further, the
problem of price formation, in the structural sense, is ignored. To borrow an example from Mike
Farmer, Hantwick rules assume we can chop down an entire rainforest and reinvest the rents in some
rcproduciblé asset of equal {/alue, all without affecting the prices of either asset. It is a policy without
an implementation prescription.

Safe Minimum Standard Policies Have Some Promise. Randall (1991) and Randall and Farmer
(1994) have argued that a policy rule to allocate natural resources on the basis of efficiency criteria, but
always subject to a safe minimum standard (SMS) of conservation (Ciriacy-Wantrup 1968) would be
taken seriously by ethicists operating from a broad range of philosophical perspectives. The SMS is a
constraint adopted for good reason, and the constraint itself can be abandoned if the cost of enforcing it
becomes intolerably high (Bishop 1978). Here, I plan to address three related issues: the role of a SMS
constraint in policy for sustainability, principles for setting the SMS, and the problem of

implementation.
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To address these questions, considcr a simple two-period diagram. Assume D is renewable,
that is, D withheld from production in one period regenerates by the next period. If S, is the stock of D
withheld from production in period ¢, the regeneration function traces the relationship between S, and
S 4., the amount of D available in the next period. In a two-period diagram, the line of slope=1
starting from the origin is diagnostic: at points above that line, S ¢, exceeds S, so that the natural
resource is at least potentially sustainable; but at points below the line, the natral resource will
eventually be exhausted even if none of it is used in production (Figure).

Assume perfect foresight and efficient markets in Y, D, and K. An interesting question is
whether natural resource "crises” (i.e., situations where scarcity of natural resources threatens the
sustainability of adequate consumption levels for the human population) are possible. Assume that D
and K are not perfect substitutes and that factor-specialization is penalized in production.

If the regeneration function is always concave and lies above the line of slope = 1 for a range
of values of S, it will have a steep positive slope near the origin. In this case, the market economy
provides very strong defenses against resource crises: the price of D will grow very large as the

resource nears exhaustion, and any S, conserved as a result of this incentive will regenerate generously
(S > S).

The sustainability question becomes more interesting if the natural resource regeneration
function is sigmoid (Figure). If less than S,,, is withheld from production in each period, natural
resource exhaustion is inevitable. The optimal stock to carry forward is S;, at which point the steady-
state efficiency condition, 14r = 1+h, holds (where r is the marginal efficiency of capital, and 4 is the
marginal regeneration rate of the natural resource ) and D; may be used in production in each period.

Interpreting S,,.;, as the minimum standard (i.e., the minimum carry-over stock to assure
resource regeneration), the idea of a safe minimum standard invokes uncertainty. Assume that the
rcgenerzition function is stochastic and that its lower bound is traced by the dashed curve (Figure).

Then, if SMS is withheld from production in each period, resource exhaustion will be avoided, even in
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the worst case with respect to resource regeneration. We take SMS as what is meant by the term safe
minimum standard in the literature; we would call it safe minimum standard of preservation.

SMS sustains the resource (and that may satisfy some preservationists). But we have cast the
issue as one of sustaining adequate consumption levels for the human population. Assume that D,,, is
the minimum allocation of natural resources to production that is required to sustain adequate
consumption. Let each time period, ¢, represent a generation of people. Then, any generation that uses
less than D, suffers extreme deprivation (however that is defined). We identify S (Figure) as the
minimum stock withheld from production that will provide D,,,, for each succeeding generation. Drav?s
of D,,,, and regeneration of the stock are guaranteed. SMS is the safe minimum standard of
conservation. While conservation of SUS is required o assure sustainability, the odds of doing better
than that are working in favor of a society that abides by an SIS constraint: if regeneration turns out to
be better than lower-bound, as it probably will, subsequent generations will be able to use more than
D, and/or conserve more than SIS,

Let us pause at this point, to observe that some progress has been made in addressing the first
two issues. Why might a SMS éonstraint be needed? The story that emerges from Farmer’s model is
generally favorable to the prospects of sustainability given fully functioning intergenerational markets.
Nevertheless, there are no general-form guarantees. If initial endowments at too low, D-K
substitutability and the regeneration of D are ungenerous, and/or the system is subject to uncertainty and
experiences a run of bad luck, sustainability may be jeopardized. With sigmoid regeneration and
required minimum draws of D, the system could find itself on a slippery slope. Some kind of SMS
constraint could be invoked, in order to protect society against such outcomes.

How should the SMS be set? Randall and Farmer (1994) argue that the safe minimum
standard should be set at SMS, a more conservative level than one might expect. SMS allows for

continuing harvest of D,,, to meet the minimal consumption requirements of present generations.
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The remaining question concerns implementation. At the outset, observe that all pro-active
sustainability policies raise implementation issues: I have not addressed implementation of discount-rate
reércssiom entitling the future, or Hartwick rules, only because I have dismissed these policies for other
reasons. An SIS rule requiring present society to conserve resources to avoid exhaustion in some
(perhaps distant) future generation is not a sustainable equilibrium outcome; in other words there is no
- Lockean contract that would bind present society to abide by SMS for the benefit of distant future
societies. Rather, SUS is a commitment that a society might undertake for ethical reasons.

D,.., is defined as the natural resource draw necessary to avoid extreme deprivation for the
current human society. One would expect a generation that inherited a natural resource stock less than
SIS to nevertheless use at least D, risking resource exhaustion for some subsequent generation. To
do otherwise would be to voluntarily accept self-sacrifice (to drink from the poisoned cup, as it were)
for the benefit of future societies. In practical terms, that seems too much to ask.

Ethical theories offer only limited help, here. While many ethical systems would require
individual self-sacrifice for the sake of principle or for the good of others, there seems little basis in
ethical theory for obliging a society ‘to sacrifice itself for the good of future societies.

An implementable safe minimum standard policy must seek to conserve not SMS but SMS.
That is, it lhust seek to avoid placing any present or future society in a position where it must choose
between sacrificing itself and dooming subsequent societies. In practical terms, a SMS policy would
emphasize early warning, and early implementation of conservation policies that require only modest '
sacrifice on the part of each society. Since unilateral withdrawal from any intertemporal contract or
obligation is always a possibility, conservaﬁonistsl‘havc a strong interest in keeping the costs of
conservation tolerably low. In addition, as Barbier and Markandya (1990) have suggested, some
soci'ctics may have already passed the point of no return: sustainability could not be achieved with
internal resources regardless of willingness to sacrifice for the future. It may be possible, however, for

more asset-rich societies to subsidize these "basket cases” back to a sustainable path.
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Practical Policies to Remote Sustainability

To this point, I have been concerned mostly to provide some guidance to the economic-
theoretic considerations that help rationalize and systematize a sometimes discordant literature; to
debunk some popular panaceas; and to explore the potential of policies incorporating a safe minimum
stan.dard of conservation. Now, I offer some commentary on practical policies to promote sustainability.

Population and Technology. Population and technology, and what might be expected
concerning their growth, figure prominently in most discussions of sustainability. I have not ignored
these issues, but one might need to look hard in order to find where I have treated them. Population
was acknowledged, but then submerged immediately when I presented the Solow (1974) model in per
capita terms. Solow’s (1974) observation--that output per capita could be maintained so long as
technological progress kept pace with population growth--serves merely o state the problem. Policies to
control the growth of the human population and to encourage continuing technological progress are
essential to any meaningful sustainability policy.

The analysis of a safe minimum standard of conservation made much of D,,,, the minimum
natural resource draw to protect present generations from deprivation, and rightly so. Nevertheless, the
maéﬂwda of D,,,,, is itself an issue of technology: D, would be reduced by a technology that
increased thé substitutability of K for D. If the resource crisis concemned not D, generic natural
resources, but particular natural resources, the range of possible substitutions is expanded to include
other, less scarce, natural resources.

Mainstream economists are fairly optimistic that market forces tend to encourage technological
progress and direct it toward increasing the substitutability of more available resources for those that are
increasingly scarce. Nevertheless, a pro-active technology policy would provide some additional
insurance.

Accounting for Resource Depletion. 1 have argued that intertemporal/intergenerational markets

are more complete and more effective in assuring sustainability than is widely suspected. Furthermore
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(I have argued), Hartwick rules—invest rents from natural resource depletion in reproducible capital
assets--have problems with respect to theoretical coherence and implementability.

Nevertheless, the general idea of systematic accounting for natural resource depletion has much
to recommend it. National accounts do not substitute for the incentives that actually allocate resources,
but they may serve to motivate the political will essential for redirecting incentives. Natural-resource-
exporting countries, such as Australia and New Zealand, are naturally torn between consuming and
investing the proceeds from resource extraction; and exhortations to invest more and consume less
cannot hurt.

Getting the Prices Right. Whatever optimism we gain from economic-theoretic models of
sustainability must be sobered by the realization that such models assume that the standard market
failures are (already) resolved, the prices are (already) right, and government stands ready always to
implement public policy proposals that pass a benefit-cost test.

Policies for sustaintability must build upon the common sense recommendations of resource
€COonomics:

« Correct market failures, by implementing efficient institutions (see, e.g., Johnson 1992).
Many of the most egregiously unsustainable policies and practices would fail tests for efficiency, as well
as sustainability. Many of the most obvious market failures concern the generation and release of
wastes that threaten sustainability as surely as does resource scarcity.

« Provide those conservation policies that pass a standard modern benefit cost test, i.., one that
measures willingness to pay for preference satisfaction without undue regard to observable market
prices. Remember, the Randall-Farmer argument for an SMS rule addresses such a rule imposed as a
constraint upon (not substituted for) policies that pass an efficiency test.

Gening Ahead of the Game. Our development of SMS concepts leads to a clear policy
recommendation. Get ahead of the game. Implement conservation policy while it is stll cheap, i.c.,
before the crises are upon us, before the train wrecks are imminent, while the sacrifices inherent in a

serious conservation policy are still modest. That way, we can be averse to environmental risk, without
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paying an excessive price for our risk aversion. Furthermore, given that moral arguments can at best
persuade others to adopt obligations, it is best that thc obligations upon succeeding generations to
conserve for the benefit of more distant generations involve only limited sacnﬁce

This recommendation springs logically from our development of the case for a safe minimum
standard of conservation. While our arguments for the SMS deviate only modestly from the path of
mainstream economics, I believe the policy conclusion is fairly consistent with the "robust strategies”
concepts that are emerging from ecology and ecological economics.

Preservation of Particular Natural Resources. Optimists and pessimists with respect to future
welfare, capital accumulation and/or conservation of generic natural resources (D) agree that there are
some particular natural resources that should be preserved, even as they may disagree as to exactly
which ones fall into this category (Solow 1992). It seems that I have spent most of the last 25 years
wofrying about this problem. Not surprisingly, I could discuss this qhmtion in more detail than most
audiences could bear. Mercifully, I will leave you with just one observation.

Development, it has often been observed, is the process of converting particular natural
resources into reproducible capital. It is natural and healthy t0 worry about the risk that we might
stumble into giving up too much that is rare and irreplaceable to gain that which is generic and
reprodudblé. Arrayed against that risk is an opposite risk: we might reduce present and future welfare
by restraining excessively the process we call "development”. While this dilemma often seems
insoluble, a strong economy not only allows the luxury of preserving environmental particulars, but also
genérates increasing demands for such preservation. It is easier when we afford it and when the
citizenry is demanding that we do it. If the optimists are right, and welfare follows an increasing path,

the demands for preserving particular natural treasures will only increase.
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CHOOSING ECONOMIC CONCEPTS FOR APPLICATION TO ENDANGERED
SPECIES DECISIONS

Daniel D. Huppert, Associate Professor
School of Marine Affairs, HF-05
University of Washington

Seattle, Washington 98195

ABSTRACT Endangered species decisions occur in two stages: (1) the selection of species to
preserve; and (2) selection of conservation measures. This paper summarizes the economics
theory of species preservation, focusing on Bishop's Safe Minimum Standard (SMS) approach.
The SMS approach deals only with the first stage decision, calling for preservation of all species
unless the social costs are unacceptably large. Other approaches (e.g. Smith and Krutilla and
Montgomery and Brown) place species conservation in an incremental decision context
appropriate to the second stage. These approaches note that additional protection, incurring
higher costs, yields a higher probabilities of species survival. The Endangered Species Act has an
objective analogous to the SMS approach, but invokes decision procedures after the "listing
decision" that admit incremental approaches and economic reasoning. Selection of critical
habitat areas and of conservation measures in that habitat involve consideration of alternative
actions and economic trade-offs. We conclude that: (1) assessment of economic cost for species
protection is required by the ESA and is necessary for agency listing decisions under budget
constraints; (2) evaluation of the cost-effectiveness of alternative conservation measures could
improve efficiency of ESA decisions; and (3) benefit-cost analysis of species preservation
decisions is not called for under the ESA, but benefits assessment on a case-by-case basis could
guide use of the ESA's exemption provision.

Three stocks of Snake river salmon are listed as threatened or endangered species, and
recovery planning is underway. Because these species live in an extensively developed river
system, preservation actions could lead to sacrifice of some significant economic development
benefits. Outputs of hydro power dams, agricultural irrigation, river transportation, Federal
timber harvests, and Federal grazing activities could be curtailed in recovery efforts. Benefits of
preserving particular stocks of salmon should be weighed against incremental economic
development benefits to gauge reasonable total costs of preservation programs. Commercial and
recreational fishery values, however, suggest that the fish runs are of lower economic value than
development benefits. Existence values have not been estimated. Cost-effectiveness analysis of
alternative recovery actions is another role for economics. Unfortunately, scientific evidence
regarding effectiveness of alternatives (augmentation of Snake river flow through releases from
up-stream storage reservoirs and drawdown of reservoirs at the four Federal dams) is highly
contentious. Biological advice to decision makers has become polarized.

In response to this scientific uncertainty, the Salmon Recovery Team has outlined a
strategy combining short-term remedial actions (e.g. captive broodstock programs and
limitations on harvests) and experiments to ascertain which river operations patterns will be most
beneficial. This delays key decisions until more reliable information is available, and it sets out
specific actions to obtain better information. Labeled "adaptive management" by Kai Lee, this
approach requires decision makers to admit to uncertainty, to exercise patience as knowledge
accumulates on biological, not political time scales, and to devote agency resources to the
experimental efforts. An economic justification for this solution seems straightforward, if not
yet fully developed. '
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CHOOSING ECONOMIC CONCEPTS FOR APPLICATION TO ENDANGERED
SPECIES DECISIONS

INTRODUCTION

Decreasing biological diversity, especially through species extinction, is an important
economic problem whose resolution in public decision processes becomes increasingly
contentious. The continuing debates over conservation of spotted owl and salmon habitats on
Federal lands in the Pacific Northwest reveal the basic structure of the problem. Some well-
established interest groups favor continued economic benefits associated with development and
transformation of natural environments, while other interest groups focus on the loss of species
diversity associated with development. In the spotted owl case, the forest products industry,
associated communities, and consumers of wood products benefit from continued conversion of
old-growth forests into even-aged stands of trees managed for sustained periodic cutting. The
resulting "tree farms" display highly simplified ecological structures that eliminate some habitat
types. Changes wrought in forest habitats will probably cause irreversible changes in ecosystem
functions and species assemblages, including the extinction of species which are narrowly
defined (i.e. sub-species, or reproductively isolated populations of broader taxonomic species) or
which are highly adapted to the specific characteristics of old growth forests. While forest
ecologists have designed "new forestry" techniques to save some characteristics of old-growth
forests, modern high-yield forestry seems incompatiblg with preservation of the authentic
ancient forest ecosystem. If this view is correct, an economic trade-off between expanded

-modem forestry and ecosystem preservation is unavoidable.

The public battle over management of old-growth forests may be overshadowed soon by
ahalog(.)us legal and political efforts to preserve Pacific salmon specie‘s in Pacific Northwest river
basins which have been extensively modified by economic development. Numerous salmon
stocks have already gone extinct, and many additional stocks are likely threatened with
extinction (Nehlson, et al. 1991). In the Columbia River basin, total in-river salmon run sizes

have dropped from an estimated level of 10 - 16 million fish in the late 1800s to a level of around
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2 million. In recent years, around 80 percent of the Columbia river salmon catch has been of
hatchery-produced rather than naturally spawning fish. Further, three species of salmon in the
Columbia basin have been listed as threatened or endangered under the ESA by NMFS!:

(1) sockeye salmon (Oncorhynchus nerka) spawning in Redfish Lake within the

Sawtooth National Recreation Area of Idaho,

(2) spring and summer chinook salmon (Oncorhynchus tshawytscha) spawning in

tributéries and headwater habitats of the Snake River basin below Hell's canyon dam,

and

(3) fall chinook salmon (Oncorhynchus tshawytscha) spawning in the mainstem of the

Snake River between the Lower Granite dam reservoir and the Hell's canyon dam.
According to the Draft Snake River Salmon Recovery Plan Recommendations, total production
of chinook salmon in the Snake river during the late 1800s was about 1.5 million fish. These
salmon populations declined after construction of numerous dams on the Snake and Columbia
Rivers.2 During the 1980s returns of spring and summer chinook to the mid-Snake (above Lower
Granite dam) averaged 9.6 thousand fish. Spawning runs of naturally spawning Snake river fall

chinook fell to a low of 787 fish in 1990. The sockeye salmon returning to Redfish lake, never a

1 The term "species" under the Endangered Species Act (ESA) differs from the common taxonomic
definition. An ESA "species"” is an isolated stock which interbreeds when mature, a subspecies, or distinct
population segment. Salmon populations are naturally divided by spawning streams and timing of spawning
run, with each local population possessing some genetic differences that are adaptive to local conditions. In
practice, the number of salmon stocks (or "ESA species") identified depends upon how finely spawning
seasons and river segments are divided. These divisions depend on the significance attached to particular
genetic, physiological, or behavioral differences. Nehlson, et al. identified 214 "stocks" of natural Pacific
salmon which are threatened to some degree, and 120 stocks that are already extinct. In his review of
species definitions for salmon, Waples (1991} concludes that "distinct population segments” should be
identified as ESA species if they are "Evolutionarily Significant Units" (ESUs), i.e., if they are effectively
reproductively isolated and exhibit unique, evolutionarily important traits. The three listed Snake River
species were determined to be ESUs.

2 The Swan Falls dam on the upper Snaker river was the first to be constructed in 1901. Federal dam
projects include four mainstem Columbia River dams (Bonneville, The Dalles, John Day, and McNary), and
four lower Snake River dams (Lower Monumental, Ice Harbor, Little Goose, and Lower Granite). Idaho
Power Company has three major dams on the mid-Snake river (Hell's Canyon, Oxbow, and Brownlee), and
several smaller projects have blocked salmon runs on the Clearwater river, Salmon river, and Grand Ronde
tributaries of the Snake river. '
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very large population, fell from an estimated 4 thousand fish in the 1950s and 1960 to as low as 1
fish in recent years. As shown in Table 1, the numerous causes for the decline of Columbia basin
salmon include water diversions for agricultural irrigation, fishing in both river and ocean areas,
and degradation of spawning and rearing habitats due to forestry, mining, and livestock grazing
activities. While all of these economic activities contribute to the depletion of upstream stocks of
salmon, the hydroelectric facilities are widely viewed as the major culprits. Given the strong
prohibitions against taking of endangered species under the Endangered Species Act, the Pacific
Northwest region may be forced soon to trade off the economic benefits of river development for
preservation of biological diversity in the river ecosystem.

Commercial and recreational fishing values for salmon stocks are important, but the
economic use values associated with salmon-depleting river development seem much larger.
During 1986-90 the exvessel value of chinook salmon taken commercially in ocean fisheries off
Washington, Oregon, British Columbia and southeast Alaska3 averaged about $ 49 million.
Commercial fishing in the Columbia river by treaty and non-treaty fishermen brought an average
annual exvessel value of about $3 million. Using an estimated average net recreational value of
$41.61 per fish (Olsen, Richards, and Scott, p. 53), the value for recreational chinook salmon
harvests off Washington, Oregon, British Columbia, and southeast Alaska during 1986-90 was
roughly $17 million. In contrast, hydroelectric power produced by the Federal dams in the
Columbia river basin has a wholesale value in the neighborhood of $2.5 billion. While these
‘numbers are not theoretically correct measures of economic benefits, and they are not cast in the
appropriate marginal framework, they do provide some basis for gauging the relative importance
of the fishery and non-fishery benefits. Even a ten-fold expansion of Columbia River chinook
salmon runs would leave the economic value of salmon below that of the hydroelectric power
system. Further, the river transportation, flood control, and agricultural irrigation projects

dependent upon dams in the river are central to the economy of the Columbia river basin. It

3 This is the region in which Snake river salmon are caught by commercial and recreational fisheries.
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would seem reasonable, therefore, not to embark on a program to save all runs of salmon "at any
cost".

It is more difficult to gauge the skpecific value of maintaining naturally-spawning salmon
populations in the upper reaches of the Snake river. Apparently, preservation of naturally-
spawning salmon stocks could contﬁbute in three ways. First, the symbolic value of salmon to
the Pacific Northwest culture and environment may be very great. This existence value for
endangered salmon stocks could be estimated via the Contingent Value Method (CVM), but only
preliminary and partial existence value information is yet available4 Second, the artificial
propagation of salmon in hatcheries leads to in-breeding and genetic drift, making it necessary to
infuse wild salmon genes into the hatchery system periodically. From thié perspective the
benefits of the hatchery program (e.g. the commercial and recreational use values) are dependent
upon the preservation of the wild salmon runs. Third, long term survival of salmon species in the
river system depend upon maintenance of the genetic diversity in wild stocks, as this diversity
provides the material basis for adaptation to changiﬂg conditions.

This paper will focus on the use of economics as a source of information for the public
decision processes concerning endangered species. We evaluate its contribution to two stages of
decision making: (1) selection of species to preserve, and (2) selection of specific conservation
and recovery measures for a selected species. Much of the published economics thinking about
endangered species has focused on the first stage decision. As I describe below, the emphasis of
this branch of thought is on the special conceptual problems posed by irreversibility of
extinction, uncertainty regarding future use value, the magnitude of non-use values, and
intergenerational equity. The second stage decision draws upon applied economics to guide
effective implementation of existing legislation, especially the Endangered Species Act (ESA).

The emphasis in this second stage is on economic assessment of alternative "critical habitat

4 For example, Olsen, Richards, and Scott estimated the existence value for doubling all Columbiariver
basin salmon stocks. '
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designations" and recovery measures, using tools of benefit-cost analysis or cost-effectiveness
analysis or simply economic cost analysis.

After briefly summarizing the economic concepts and theories from the literature, I offer
some additional observations concerning effective use of economics in ESA decision processes.
I will argue that, at least in the Snake River salmon case, uncertainty concerning the technical
feasibility of proposed recovery measures is an important adjunct to uncertainty about future
economic value of salmon sub-species. This additional uncertainty confounds both the first and
second stage decision problems. When we cannot confidently assign costs of preservation, it is
difficult to use cost-effectiveness analysis to develop a social cost function. Where the outcomes
of proposed recovery measures are highly uncertain or seriously contested by the technical
experts, we are left with only cost analysis. Second, I note that adaptive decisions under this type
of uncértainty could include (1) short-term measures to preserve future options, linked with (2)
deliberate experimentation and learning to dispel sources of ecological and economic uncertainty
about recovery options. In this adaptive approach, thé outcomes of earlier steps become prior
information in later steps. Careful design of early decisions can promote learning to
constructively guide better decisions in the future. The role of economics may be to help in the

design of crucial experiments and to develop better information about non-market values.

ECONOMICS OF SPECIES PRESERVATION PROGRAMS

Space does not allow an extensive historical review of economic thought about
endangered species. Instead, I provide a brief sketch of what seém to be the major elements of
current, mainstream thought. This summary relies heavily on Bishop (1978, 1979, 1993), Smith
and Krutilla (1979), Randall (1986, 1988), Tisdell (1990), and Pearce and Turner (1990). Most
of this literature focuses on what I have called the first stage decision -- to preserve or not |
preserve a given species.

The Economics of the Preservation Choice
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As originally developed by Bishop (1978) the policy choice involves a trade-off between
economic development and species preservation. A special concern is the possibly large, but
unknown future economic value of the endangered species. Bishop's papers reflect profound
concern that we cannot adequately anticipate the functions that species perform in the ecosystem
and that we cannot estimate the economic values we (or subsequent generations) might place on
these species in the distant future. The inability to estimate future values is both structural
(science may never accurately predict responses of complex systems and the future preferences
are not knowable) and situational (we have not developed adequate empirical tools to estimate
ecological functions and economic values)5. Added to this concem is the ethical problerh that
future generations are directly affected by the irreversible extinction, yet have no voice in the
decision. In this situation, quantitative assessment via Benefit-Cost Analysis (BCA) of economic
values lost through extinctions is a thin reed upon which to rest preservation policy. Bishop.
observes that "potential extinction creates an important public policy issue because there is littlé
basis to judge which life-forms can be discarded witﬁout serious future social and economic
consequences. To choose extinction creates the possibility of large future losses." (1978, p. 12)
As a direct consequence of this, Bishop rejects standard BCA as a decision tool for endangered
species. Instead, he proposes a modified version of Ciriacy-Wantrop's Safe Minimum Standard of
conservation (SMS), calling for avoidance of irreversible losses (preservation of species) |
regardless of current estimates of economic costs and benefits.

Bishop and later writers on the SMS approach use a payoff matrix to illustrate the nature
of the decision problem, and to show how it is equivalent to a strategy of minimizing the
maximum potential loss (minimax loss). In Table 2, the second and third rows correspond to the

dichotomous policy choice: (1) proceed with economic development which will cause extinction,

5 Here Bishop makes the distinction between true uncertainty and risk. In the presence of risk, we proceed
by assigning probabilities to alternative outcomes and then either choose the outcome with highest expected
payoff or optimize a state-contingent utility function. With true uncertainty we cannot assign probabilities
and outcomes with any confidence.
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and (2) abandon or modify economic development to assure species preservation. Two alternate
states of nature are captured by the second and third columns. State 1 represents the case in
which the species being considered will ultimately be found to have no economic value to
people. State 2 is the state in which the species is found to have significant economic value,
represented as the "benefits of preservation” Bp. If we arbitrarily take the economic
development option as the base case, continued benefits of development under State 1 involves
an economic loss of zero because the benefits of pre_servation turn out to be zero. In State 2, the
loss due to choosing extinction is Bp. The choice of the preservation option (row three) involves
incurring some costs in the form of reduced benefits of economic development, represented as
Bg- Under State 1, the preservation decision incurs a loss of B and there are no off-setting
benefits of species preservation. Under State 2, the future value of the species is an offset to the
costs of preservation, and the net social cost of preservation is By-Bp,.

The choice of a safe minimum standard approach (that is, to choose preservation over
economic development) is theoretically justified if (1) we cannot know whether State 1 or State 2
will prevail, (2) the potential future loss to society of extinguishing a species is likely to be large
relative to the value of the economic development, and (3) lacking a basis for assigning
probabilities to States 1 and 2, we follow a minimax loss strategy. Hence, if Bg < Bp, we choose
option 2 in order to minimize the maximum possible loss. One objection to the SMS approach is
that we do not know that the loss of economic development benefits is relatively small. Bishop

addresses this objection by offering the modified SMS which calls for preservation of species,
unless the social costs of preservation are unacceptably large. This proviso allows for the
consideration of social costs, but Bishop notes that and economic calculation cannot determine
what is unacceptably large. There must be some collective decision process to determine when
costs are too large to accept. Another objection is that the adoption of this approach in practice

may place too much emphasis on extreme outcomes (Brown, 1990); if most development actions
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do not necessarily result in extinction, it may be unreasonable to foreclose economic
development options in order to avoid a highly unlikely event.

Randall (1986) provides another interpretation of the SMS approaéh. He suggests that
the decision maker maximize the number of species saved subject to the budget constraint. "All
species would be treated as having a positive but unknown expected value; implicitly all would
be treated as equally valuable. Priorities would be set on the basis of opportunity costs; preserve
that package which includes the most species given the cost constraint" (1986, p. 103). A further
elaboration of this approach might call for assessment of each species' contribution to
"biodiversity" and a selection of species to save which maximizes the amount of biodiversity
preserved.

The various authors assume different objectives, decision-making brocedures, facts
concerning irreversibility and preservation costs and benefits, and level of uncertainty
concerning outcomes of preservation and development efforts. Most of the attention is placed
upon the uncertainty concerning losses attending the>extinction of a species. An example of such
potential loss is provided by the rosy periwinkle, which became valuable when it was found to
yield alkaloids with medicinal uses. If we do not know everything about the species in question,
nor what technological advances and scientific discoveries will reveal about new uses for the
species, then we can imagine almost any species having extraordinary economic value in the
future. Intergenerational equity questions can also be important in contemplating extinctions.
Although the current generation may place minimal value on a species facing extinction, we do
not know that future generations will do so; yet our decision to permit extinction binds the future
generations to that outcome. Maintaining some minimal viable population of the species
preserves future options. It seems that the prospect of future economic values becoming large
either through scientific discovery or through changes in preferences, can motivate adoption of

the Safe Minimum Standard of conservation approach.
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In contrast to the SMS approach, the "Resources for the Future approach" developed by
Krutilla and Fisher (1975) and Smith and Krutilla (1979) adopts “the perspective of conventional
benefit-cost utilitarian framework ."® The RFF approach calls for a full enumeration of all
benefits and costs of invésfment in a discrete project which involves a unique site whose
modification will be irreversible. "The RFF decision rules can be derived from a statement of
society's objective function, namely to maximize the discounted net benefits associated with the
expenditures involved in a given project, together with an explicit treatment of the irreversibility
inherent in the decision."” Smith and Krutilla (S-K) respecify the extinction problem as one
which involves an uncertain critical zone beyond which development will cause destruction of a
natural resource. S-K designate B3[S(t)] as the benefits from holding stock S(t) of the natural
asset in a developmént state. Similarly, Bp[S(t)] is the preservation benefit associated with a
stock level S(t), and I(t) is the investment cost of the dévelopment éroject. Assume that the

development costs and physical quantity of the stock are linearly related as

ds
—=0ol(t)n and S(t) >0
at (t)n and S(t)

Assume that the critical zone below which the natural asset is irreversibly lost, S , is a random
variable distributed over the interval {0, 0) with probability density g(S ). Then any incremental
increase in development generates direct development benefits, reduced benefits derived from
the resources stock, and increased likelihood of extinction.

Smith and Krutilla descﬁbe a decision rule that maximizes the expected value of
discounted net benefits given the probability of irreversible affects on the natural stock. The
optimizing condition states that the investment in development proceed so long as the marginal
benefits exceed the direct marginal costs plus the expected foregone marginal preservation
benefits plus the marginal costs associated with an enhanced likelihood of extinction. S-K note

that their approach differs from Bishop's SMS approach., as it is derived from an explicit

6Smith and Krutiila (1979) p. 372
TIbid. p. 372-73.
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objective function with direct account taken of the potential irreversibility. This approach treats
those cases in which a stock of an endangered species may be reduced without necessarily
leading to the extinction of that species. Hence, the S-K approach considers optimal investment
decisions in the presence of uncertain thresholds on the irreversibility of development
investments. Some modifications to the natural environment may be technically irreversible
(cannot be restored to the exact, authentic natural state), but may not necessarily imply that the
critical elements responsible for all preservation benefits are lost. Moreover, we may not know in
advance whether these benefits will be lost. This important interaction between irreversibility
and uncertainty was already exposed in Bishop's 1979 paper.

In Bishop's reply to S-K, he distinguishes between public decision making with risk, i.e.
where alternative outcomes of investment decisions occur with known probability and known
payoff, and decision-making under true uncertainty, i.e. where the probabilities of alternative
outcomes are unknown. He claims that the SMS approach more accurately characterizes the
uncertainty involved in species extinction. Because ihe S-K approach transforms the problem to
one involving only risk, it assumes away a large part of the problem. Bishop's SMS approach
treats uncertainty about impacts of extinction as pure uncertainty, which motivates the modified
minimax principle. Further, Bishop notes that since the choice problem involves a value
judgement about intergenerational equity, standard economic criteria cannot determine when the
social costs are unacceptably large.

A view closer to the S-K approach is expressed by Montgomery and Brown (1992).
They note that presentation of all-or-nothing choices (preservation or extinction) gives policy
makers little scope for comparing alternative plans. More importantly, the all-or-nothing
approach "fails to provide a basis for assessing the costs and gains of moving incrementally
toward more or less species protection. The lack of a traditional marginal framework for
reasoned analysis of trade-offs further aggravates the adversarial debate between advocates of

species conservation and those likely to bear the cost.” (p. 1) In their analysis of spotted owl
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preservation, Montgomery and Brown propose to develop a "supply curve of species survival"
which displays the range of economic costs and associated survival probabilities available. They
note that increasing the amounts of owl habitat conserved will improve the likelihood of owl
survival. Nothing will achieve 100 percent assurance that spotted owls will survive forever.
Hence, the analytical task is converted to one of linking specific volumes (and patterns) of
preserved habitat to probability of survival, and to economic cost. With this information in hand,
the decision makers can consider the trade-off of, say, another million dollars worth of sustained
timber harvest versus an increase of some marginal percentage in owl survival probability.

In this view, the decision to list the species as endangered and to accept substantial |
curtailment of economic development benefits does not settle the issue as to whether
preservation has been "chosen". Listing under the Endangered Species Act, for example, is
simply a signal of determination to devote substantial effort to preservation. Many choices in
species preservation will involve incremental commitments to improve survival chances. As
more old-growth habitat is preserved and benefits of intensive forestry are sacrificed, the spotted
owl's chance of survival is increased. This characteristic extends to the Snake River salmon case
discussed below. In fact, the number of preservation options seem greater for salmon, and
uncertainty about each option's ability to improve the chances of survival seems also to be
greater. A major contribution of economics to endangered species decision making is to clearly
identify the trade-offs between species preservation, economic costs, and wider measures of
social cost.

J. C. Whitehead's (1992) paper on contingent valuation method for endangered species
notes that contingent valuation mechanisms for endangered species have typically assumed
certain supply, but have implicitly incorporated uncertain demand. That is, the survey respondent
answers questions of willingness to pay (or accept compensation) by subjectively incorporating
her own unce&ainty concerning future demand. However, the respondent is apparently "paying

for" certain preservation of the species. Whitehead argues that the survey design should



incorporate uncertainty in both ex ante supply and demand. This insight mirrors the
Montgomery and Brown formulation of the endangered specigs_ decision problem. We do not
know how to preserve any species forever; and we have great uncertainty concerning some of the
most celebrated preservation programs currently in operation (e.g. the California condor). The
simple choice mechanism inherent in the typical CVM study abstracts from the real problems of
preservation program implementation. An implication of the Montgomery and Brown view is
that, even if the SMS approach is adopted in high-level species preservation decisions, program
decisions will frequently hinge upon understanding the degree to which feasible policy options
improve the chances of survival. Similarly, economic assessments of benefits of preservation
should value the prospects for improved species survival rather than absolute survival versus

extinction. 8

The Endangered Species Act and Safe Minimum Standard of Conservation

The SMS approach closely resembles the apbroach developed by Congress in the
Endangered Species Act of 1973 (plus 1978 amendments). The ESA process involves six stages:
(1) the listing decision , (2) the designation of critical habitat, (3) jeopardy determinations (in
which the Secretary of Interior or Commerce issues a "biological opinion" that a Federal agency
program does or does not jeopardize an endangered species) , (4) Sectfon 7 interagency
consultations (in which the action agency consults with the listing agency to avoid jeopardizing a
_ species), (5) Section 7 exemption process , and (6) recovery planning and management. The
extent to which economic factors can be considered is determined by the text of the Act, the

legislative history of the Act, administrative discretion exercised by Federal agencies, and legal

8 The author finds that a more recent paper by Ready and Bishop (1991) succinctly incorporates this notion
of uncertainty in supply. They describe a pay-off matrix in which it uncertain that the preservation action
will lead to any benefit, which they call the "lottery game". That paper also amends the earlier conclusion
that SMS is consistent with a minimax loss strategy. Ready and Bishop show that the minimax loss rule can
lead to development rather than preservation in the lottery game. The author regrets that Ready and Bishop's
presentation was not incorporated in the main text of this paper.
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actions initiated by public interest groups or environmental activists. As summarized in Table 3,
economic information can be considered in (a) weighing the benefits of including an area in
critical habitat against the benefits of excluding that area, (b) eyaluating alternative agency
actions to avoid adversely impacting a listed species or its habitat, (c) appealing for Section 7
exemption to the Endangered Species Committee, and (d) estimating the cost of recovery
measures considered in the Recovery Plan.9 As noted by Bishop (1993) and Ready and Bishop
(1991), the ESA follows the SMS strategy of formally protecting all species. Economics has not
and likely will not be important in naming critical habitats, because no specific action (and,
hence, no specific economic consequences) are entailed in the critical habitat designation. On
the other hand, the Section 7 exemption process is tantamount to the determination-that social
costs of species preservation are "unacceptably large". By a majority vote of at least five to
seven, the Committee may grant an exemption, if they determine that:
(i) there are no reasonable and prudent aliematives to the...action; (ii) the benefits of
such action clearly outweigh the benefits of ﬁltemative actions consistent with
conserving the species or its critical habitat, and such action is in the public interest;
(iii) the action is of regional and national significance; and (iv) neither the federal
agency concerned nor the exemption applicant made any irreversible or irretrievable
commitment of resources prohibited by subsection (d) of this section.. 10
While economic costs are clearly a major factor in appeals for. exemption from the God
Committee, that process is rarely invoked. Since the 1978 ESA amendments created the
exemption process, the Committee has voted on only three applications: the Tellico Dam,
Graylocks Dam, and BLM timber sales in the Pacific Northwest. Exemptions for the Tellico and
Graylocks Dams were denied. The BLM applied for exemption from ESA obligations for the

sale of 44 tracts of timber. ‘The Endangered Species Committee exempted 13 of the 44, denying

9 See Gleaves and Wellman (1992) for a more extensive discussion of economics in the ESA process.
10ESA section 7 (h)(A).

446



exemption for 31 tracts. Several months later, however, the BLM withdrew its application for
exemption, without having proceeded with the sale of the approved 13 tracts.

I suspect that the most important contribution of economics will be in assisting agency
choice of actions to avoid jeopardy opinions and in species recovery plans. The broad mandate _
to develop recovefy plans should include a wide-ranging evaluation of alternative strategies with
net economic benefits being one criteria along with population recovery rates and species

survival probability.

ECONOMICS OF PRESERVING SNAKE RIVER SALMON

The causes for decline in Snake River salmon abundance lead to proposed system
changes to encourage species recovery. Since the system is complex and the causes of decline
Numerous, mény different actions have been proposed, some of which are mutually exclusive.
Selection of preservation and recovery methods should proceed on the basis of a comprehénsive
model of salmon life history. Roughly, survival frorﬁ juvenile to spawning adult takes the fish
through four sequential stages, each identified with specific habitats:

(1) Freshwater spawning and rearing habitat: spawning gravels of cold, flowing streams;

growth through fry and fingerling stages to smoltification (physiological preparation for

downstream migration to saltwater);

2) Downstreém Migration Corridor: migration of smolts downstream through free-

flowing rivers, impoundments behind dams, and hydroelectric dams to the Columbia

River estuary and Pacific ocean;

(3) North Pacific Ocean: feeding and growth during ocean migration phase;

(4) Upstream Migration Corridor: migration of mature adult salmon up through lower

Columbia River, eight federal hydroelectric facilities equipped with fish ladders and

free-flowing river to spawning sites.
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Strategies to improve survival of these species have focused on those stages in which (a)
especiaily high mortality rates are thought to occur, and (b) the system can be manipulated
through federal agency programs. Table 4 lists some of the special problems faced by the
endangered salmon species and some recovery actions being considered for each life stage.
Generally, the protection and improvement of freshwater spav;/ning and rearing habitats involves
land management practices, es}pecially on Federal lands in eastern Oregon and Idaho.
Downstream migration through the eight Federal dams causes substantial mortality, but the
magnitudes are hotly disputed. Present efforts to reduce this mortality include diversion devices
(e.g. traveling screens) to direct the out-migrating smolts away from furbines, spilling of water
over the spillway to carry smolts through safely, collection of smolts at Lower Granite Dam and
other dams for transportation by barge to the Columbia river estuary, and harvesting of a
predatory fish -- the northerh squawfish. While 100s of million of dollars have been spent on
these efforts, fhe downstream mortality is apparently still too high to stabilize the populations.
During ocean migration and feeding, the salmoﬁ are gubject to fishing mortality off Southeast
Alaska, British Columbia, and the coasts of Oregon and Washington, and they are caught
incidentally in the commercial, recreational and tribal fisheries in the Columbia river. Due to
careful regulation of the fishery, fishing mortality seems uniimportant for the spring and summer
chinook, but fishing mortality can be as high as 60% for fall chinook. During upstream
_migration, passage through dams is facilitated by fish ladders at all dams up to Hell's canyon
dam. While some improvements in these.facilities are being proposed, they are apparently not the
major source of mortality.

While accurate estimates of cost cannot yet be attached to most proposed Snake river
salmon recovery options, order-of-magnitude estimates are possible. For example, curtailment of
fisheries to reduce mortality of adult fish seems to be relatively inexpensive, costing at most tens
of milliohs of dollars per year. Salmon-related restrictions on timber harvests, grazing activities,

and recreation on national forests in the Snake river drainage also seem relatively inexpensive.
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Estimates by the U. S. Forest Service summarized in Huppert, Fluharty and Kenney attach costs
of $ 2.4 million/year to livestock grazing measures, $ 220 thousand/year to timber-related costs,
and $ 1.6 - 2.1 million/year to reduced recreation. More expensive are the various improvements
to the downstream fish facilities, including juvenile fish bypass facilities at Federal dam and
barge transportation systems for smolts. The measure likely to entail the greatest cost is the
adoption of full drawdown of Snake river reservoirs to below current spillway height. To reduce
reservoirs behind the dams to near river level would require substantial engineering and
construction work taking 10 - 15 years and probably costing more than a billion dollars overall.

Estimated costs of associated with changing the river operation hinge upon assumptions
regardihg demand elasticity for final products (especially price elasticity of electricity demand),
availability of substitute services (e.g. rail transport to replace river barge shipments), and
economic institutions and procedures of the salmon recovery implementation effort. That these
factors can be extremely important is not surprisinig to economists. For examﬁle, if water markets
existed, river flow augmentation could proceed by i)urchase of water rights from those having
lowest Willingness to Accept Compensation (WTA) for reductions in out-of-stream water use
(see Huppert, Fluharty, and Kenney; p. 3-52). Functioning water markets could distribute the
reduced water use in an efficient fashion. Other procedures to reduce water use, such as
proportional reduction of all water rights or curtailment of water rights dependent upon Federal
storage projects, could impose much larger producer surplus losses. Similarly, reduced fishing
could be accomplished at lower overall economic cost if accomplished through purchase of
tradeable individual quotas rather than arbitrary curtailment of segments of the fishery.

If we had reliable estimates of economic cost associated with the recovery options, we
would have a pay-off matrix which is much more complex that the two-by-two matrix used to
illustrate the SMS approach. It would look something like the matrix in Table 5, where the first
column lists reéovery options, and the second column lists economic development losses

associated with each option (assuming that the development and extinction option is the status
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quo). The terms -A B represent the change in economic development benefits for option i.

- Further, with reliable estimates of recovery effectiveness, we could re-rank the options, placing
the most effective per dollar of cost at the top and dropping the less effective towards the bottom
of the list. To obtain the most recovery for a given total cost we would select from the top. The
greater the budget, the further down the list we would go. While the decision fo devote a large
budget to the preservation effort may be largely social rather than economic, the allocation of
that budget could logically follow a cost-effectiveness procedure. The measure of effectiveness
could be the likelihood of species survival, the size of the population increase, or a partial
measure such as improved survival in downstream migration phase. This sort of cost
effectiveness analysis was proposed by Olsen (1993) for the Snake river salmon, and by Paulsen,
Hyman, and Wernstedt (1993) for numerous Columbia river basin salmon populations.

In the Snake River salmon case, however, uncertainty pervades the analysis of biological
effectiveness of alternative preservation actions even more than the economic cost estimates.
Although a variety of conservation actions have becﬂ proposed and examined over the past
decade and a half, the Salmon Recovery Team finds little reliable scientific evidence that some
of the major options would be effective. The uncertainty is not simply about precision of
estimated effects. Rather, there are hotly contested issues concerning drawdown of reservoirs to
spillway height. Some experts, including the Salmon Recovery Team, argue that this would not
be even measurably effective. Others argue that it is the single most important step for recovery.
Transportation of smolts is another polarizing issue. Competent biologists take diametrically
opposed positions concerning the effectiveness of such actions. Hence, for now at least the usual
cbst effectiveness approach is defeated by the extent and character of the 1’mcertaintie§.

Other approaches to decision making could incorporate the notions of "precautionary
actions" and adaptive management. The precautionary agenda would include actions which "buy
time", even though they do not promise long-term survival of the species in question. Captive

broodstock programs, as currently implemented by the National Marine Fisheries Service for
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Snake river sockeye salmon, maintain viable populations of endangered salmon until problems
with the spawning habitat and downstream migration survival are solved. The "adapative
management" approach redirects attention from the strict "all-or-nothing" character of species
preservation decisions, and toward the process of learning and resolving uncertainties in an
increméntal fashion. As stated succinctly by Kai Lee "adaptive management is an approach to
natural resource policy that embodies a simple imperative: policies are experiments; learn from
them." (p. 9) With adaptive management, we would engage in a sequence of policy actions,
starting with those designed to preserve species while we attempt to learn more (a) about the
nature of the genetic diversity embodied in the species; (b) the potential future economic value of
the species;A and (c) the feasibility, effectiveness, and costs of a range of possible preservation
approaches. For a s.implistic example, husbanding a captive broodstock of the endangered
salmon during the first decade after listing of the species, preserves opportunities to re-introduce
the fish into habitats after they have been altered to improve survival probabilities. This approach
draws us away from the either/or nature of the curreﬁt debate over ESA decisions, and invites us

_ to develop innovative combinations of approaches which can be "tested" over time in a deliberate
fashion. Presumably, questions amenable to biological/ecological research and to economic
research can be researched during the initial phase of a preservation program in which
irreversibilties are avoided through incremental decision making. Delaying the ultimate
preservation/extinction decision in this fashion, under some circumstances, will provide time for
human knowledge to improve, so that better decisions can be made later. In a practical sense, a
focused program of experimentation and research might pro‘vide substantially more information
about the most important variables to which substantial great uncertainty adheres. This adaptive
approach could give way to a more conventional benefit-cost analysis or to another SMS
approach, depending upon whether the amount of learning is adequate to resolve the main

questions.
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I find that an incremental approach of this sort is helpful whether the decision at hand is
a preservation decision, or (as under the ESA) only the narrower choice of preservation method
is considered. Before concluding that adaptive management is a solution to the problems of
uncertainty, I must offer a warning. The shift to incrémental decisions, with each subsequent
decision based upon accumulated knowledge, could be something of a sleight-of-hand,
distracting attention away from the fundamental issue of preservation an_d into the details of
research and learning. No matter how effective the adaptive approach, we must ultimately face
the question of whether the expected social costs of continued preservation are balanced by
prospective future values. Another important research agenda, therefore, is the improvement of
our ability to assess the value of the increased biodiversity inherent in saving additional strains of
salmon species. A first step iﬁ that assessment must be the measurement of biodiversity itself.
Solow, Polasky, and Broadus (1993) have examined a constructive approach to measuring
genetic biodiversity, using "genetic distance" as a metric. Upon further development, this
technique could help us to assess, for example, whetfler saving the Snake river chinook adds a
significant amount of biodiversity to that already incorporated in other Columbia river chinook
populations. This would be an important advancement. Economic assessment of endangered
species strategy in the Columbia river will ultimately rely upon (a) improved measu-res of
biodiversity and value of diversity, (b) improved ability to prediét the effects of conservation
actions, and (c) improved measurement of economic development losses associated with the

conservation alternatives.
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Table 1. NMFS' "Causes for Decline"” of Snake River Salmon

. Destruction of Habitat or Curtailment of Species' Range »
- Hydropower system: Slows freshwater migration, floods spawning grounds,
- Timber harvest: Can degrade spawning areas by increased siltation, higher water temp.
- Mining: Acid mine wastes degrade water quality, tailings may damage spawning rounds

- Grazing: cattle often trample stream banks, pollute streams, disturb spawning gravels.

o Overutilization
- Commercial and Recreational Harvests in River

- U. S. Commercial Ocean Fisheries

. Disease or Predation
- Freshwater Predation (squawfish in reservoirs, seals and sea lions in lower Col. R.)

- Freshwater Disease

. Inadequacy of Existing Regulatory Mechanisms
- Fish and Wildlife Coordination Act
- Federal Power Act and Mitchell Act

- Pacific Northwest Electric Power Planning & Conservation Act

. Other Natural Factors
- Droughts: water flows below normal during recent years

- El Nino: reduces ocean success, growth, & survival during ocean migration phase

Sources. National Marine Fisheries Service, Environmental and Technical Service Division.
1991. Factors for Decline, A Supplement to the Notice of Determination for Snake River
Spring/Summer Chinook Salmon under the Endangered Species Act. Portland, Oregon.

. 1991. Factors for Decline, A Supplement to the Notice of Determination for
Snake River Fall Chinook Salmon under the Endangered Species Act. Portland, Oregon.
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Table 2. Pay-off Matrix for an Endangered Species Decision

State 1 -Species Not State 2 - Species Maximum Loss

Valuable Valuable
Extinction 0 B P B P
Preservation By Bg-Bp Byg

Based upon Bishop (1978)
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Table 3. Summaryv of ESA Steps and Economic Contribution to Decisions

STEPS in ESA Decision Process

Scope for Economics

Apparent Importance of
Economics in Decisions

Economic Concepts or
Analytical Method

1. Listing Decision

None officially. Budgetary
limits slow consideration of
listings

None, but agency may seek to

list as many species as possible
with given budget

Maximize subject to budget
constraint; requires direct cost
analysis.

2. Critical Habitat Designation

Consideration of economic
impact. Weigh benefits of

Broad prohibitions on "taking"
make this less importance than

Techniques for quantifying
costs and benefits applied to

including an area against ESA language suggests. additional restrictions on use
benefits of excluding an area of habitat
3. Section 7 - Findings of Jeopardy None - exclusively a None None

or

No-Jeopardy

biological/ecological
assessment

4. Section 7 - Formulating

Alternatives to Avoid Jeopardy

Agencies seek to comply with

~ ESA while minimizing loss in

services delivered to

" constituents

~ This is a very active area of

activity under Federal ESA
administration.

Main method is cost analysis
and cost-effectiveness

5. Exemption from No-Jeopardy

Mandate (God Committee)

Explicit consideration of
substantial economic loses
due to Agency compliance.

Economic assessment would
seem to be an integral element
of case for exemption.

Economic cost and "impact"

“analysis are particularly

relevant.

6. Recovery Planning

Explicit call for "time and
cost" assessment; weighing
of economic consequences in
planning .

Economic evaluation of
alternative approaches could be
extremely useful, subject to
biological uncertainties.

Full suite of cost and benefit
evaluation tools organized in a
Cost Effectiveness analysis.




Table 4. Summary of Problems at Different Life Stages, and Séme Suggested Solutions.

LIFE STAGE SPECIAL PROBLEMS SOME SOLUTIONS
Freshwater Spawning  Spawning grounds inaccessible, ~ Control timber harvest, mining,
and Rearing flooded by reservoirs, or and grazing in anadromous fish
degraded by natural resource habitat
industries
Excess competition for food due  Reduce hatchery take of wild fish
to hatchery practices for brood stock, reduce releases of
, fish in ‘
Downstream Progress slowed by reservoirs, 1. Augment river flows through
Migration predation at dams, mortality in releases of stored water
turbines and bypass systems 2. Draw down reservoirs to
reduce cross-sectional area and
increase current speed.
3. Collect and transport smolts
downstream by barge
4. Improve passage facilities to
reduce mortality at dams, spill
water over spillways.
" 5. Harvest predators
Ocean 1. Ocean occasionally poor for 1. No options here.

salmon growth and survival: (El
Nino)

2. Commercial fishing off U. S.
and Canada takes significant
numbers of Fall Chinook.

" 2. Reduce harvest rates in ocean

fisheries affecting Snake River
salmon. This includes Canadian
fishery off Vancouver Island.

Upstream Migration

1. Sport and Commercial harvest

- by Treaty and non-treaty

fishermen.

2. Passage through dams at fish
ladders; low flows cause
increased water temperature in
lower Snake R.

1. Buy-out river gill net licenses;
invent new gear to capture fish
live, allowing sorting; move treaty
fishery upstream of Snake R
confluence

2. Improve fish ladders; release
additional water during late
summer migration period to
reduce water temperature in lower
Snake.
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Table 5. Pay-off Matrix with Uncertain Recovery Actions

State 1 State 2 Probability of
Extinction
Stétus Qﬁo (Extinction) 0 -Bp 100 %
Action 1 -D1Byg ? ? %
Action 2 -DyBy ? ? %
? ? %
Action N -DNBy ? ? %
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USE OF ECONOMICS TO IDENTIFY COSTS
AND INSTITUTIONAL MECHANISMS FOR ADJUSTMENT
TO SALMON RECOVERY IN THE PACIFIC NORTHWEST
Joel R. Hamilton
Dept of Agr. Economics
University of Idaho
INTRODUCTTION

Soon after the first petitions were filed asking that several stocks of Columbia and Snake River
salmon be listed as endangered, several of us received invitations to attend a meeting called by the
Agricultural Experiment Station Directors of Oregon, Idaho, and Washington to explore what actions the
three Land Grant Universities, WSU. OSU, and UI, should take in response to the impending listing. At
that meeting we formed what we called the Universities Task Force on Salmon and the Columbia River
System.. This looseiy organized group consists mostly of @nonﬁsm from the three Land Grant
Universities, plus several fisheries biologists (including one from the University of Washington). We set
two main goals for the task force, to help educate the public about salmon issues, and to help make the
expertise of the universities available to those making dcéisions about whether to list salmon as endangered
and what recovery actions to take.

The task force was then faced with meeting that educational and decision support role with no
financial support except for time and travel money bootlegged from our other research activities. We were
certainly not positioned to assemble a salmon "think tank" in competition with the other players. The
involved agencies (Bonneville Power Administration, US Army Corps of Enginqets, Bureau of Reclamation,
the National Marine Fisheries Service, the Northwest Power Planning Council, etc.) all had existing research
arms which soon cranked up to address the salmon issue. Similarly the various interest groups (irrigators,
the Direct Service Industries, users of barge transportation, recreation and commercial fishing interests, etc.)
soon assembled their research groups, consultants, and public relations experts.

In this environment, the members of the task force have tried generally to be big picture people -
- we have attempted to keep the whole process in view, the legal environment, the analytic process, the

problems, the likely impacts on various constituencies, and the lessons which we can learn from salmon

which might apply to other endangered species. We have also tried to be guardians of good science. Most
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of us on the task force have found ourselves reviewing research reports and public statements from various
participants, and trying to pass academic judgement on what we see. Many of the economist members of
the task force participated as members of the NMFS Economics Technical Committee, which Dan Huppert
has-already told you about.

What I want to talk about today are several interesting economics-related conceptual and theoretical

issues which I have encountered as I have tried to play this role.

WITH-WITHOUT PARADIGM

One of the great difficulties of trying to do economic analysis in an area as complex as salmon
recovery is the difficulty of deciding exactly which proposed recovery actions should be the focus of the
analysis. It is helpful to view the measurement of the economic effects of salmon recovery as a two step
process. The first step is to properly identify the future equilibrium conditions that would be likely to exist
"without" a salmon recovery program. The next step is to estimate the alternative future equilibrinm that
is likely "with" a salmon recovery plan. It is the comparison of these two dynamic equilibria which
provides the framework for evaluating the types, magnitudes, and duration of changes that can be judged
as economic costs and benefits from the recovery process.

Unforumatcly this with-without paradigm is difficult to apply cleanly to salmon recovery. Efforts
toward salmon reooved are not solely the product of the endangered species act. Various regional resource
agencies have maintained hatchery, fish transportation, dam modification, and harvest management programs
for many years. One of the main reasons for the passage of the Northwest Power Planning act a decade
ago was to give anadromous fish a higher profile in regional power planning. Even without the recent push
from the Endangered Species Act, a large and growing amount of effort and money would have been
devoted to maintaining and recovering regional salmon runs.

It is difficult to define with and without scenarios which frame the analytic question clearly.
Should we be interested in estimating the economic effects of only that increment of recovery actions
prompted by the ESA listing of several salmon stocks as endangered? Should we be looking at all recovery

actions, even those which would probably have gone on without the ESA listing? What actions would
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various agencies have implemented if the ESA listing hadn’t happened? Did the ESA listing serve as a
"club” to force other agencies to pay more attention to their obligations to salmon?

Probably the most difficult part of trying to conceptualize with-without scenarios for salmon
recovery actions is to properly describe the fate of the salmon under each scenario. I have spent many years
feeling that maybe my hard science friends were on to something when they denigrate economics as fuzzy
and lacking predictive power. Now I have found a science discipline that is even fuzzier than economics -
- fisheries biology. These biologists have so far shown little unanimity in projecting the effects of proposed
recovery actions, or the effects of not taking these actions. This shouldn’t be too surprising, since the
actions now being proposed are often outside the range of the data of past experimental work, or even

outside of past conceptual frameworks used in fishery science.

IMPACTS VERSUS BENEFITS & COSTS

Even if one succeeds in defining the physical, biological and institutional scenarios to be used in
econoxhic analysis, there remain many other conceptual problems. One of the most troublesome problems
is the difficulty of moving from estimated impacts to the harder to estimate measures of cost or benefit.
Efforts to achieve the recovery of threatened and endangered salmon stocks in the Columbia River basin
will have niany economic effects on the regional economy. There will be both gainers and losers resuiting
from the changes in resource management associated with the recovery efforts. Many economic interests
are 'built around uses of the river resources that comprise salmon habitat,

Direct impacts are the initial changes in output and income from these directly affected sectors
brought about by some recovery action. Examples are the changes in farm income caused by restricted
access to barge transport of grain, the change in spending of sport fishermen caused by restrictions on
harvest, the changes in agency spending needed to plan and implement the drawdown experiment, or the
changes in value of hydropower production caused by drawdown implementation.

Secondary impacts flow from the primary ones, as the initial impacts work their way through the
rest of the economy. If farmers are affected by drawdown, they will reduce their spending for both

production inputs and personal consumption. If sport fishermen reduce their spending, this hurts those who

463



make their living supplying fishing gear and guide services. If agencies change their spending, this too
works its way through the local and regional economy.

As the changes in resource use required for salmon recovery are carried out, affected economic
sectors will adjust to a new equilibrium. If these sectors have adequate knowledge of what the new system
will look like, and adequate time to make appropriate investments and managerial changes, most economic
sectors will adjust to the new equilibrium with welfare returns not unlike those enjoyed at the old
equilibrium. Some differences (good and bad) may persist and be considered as a permanent change in
welfare.

Those who participate in discussions about salmon recovery (including economists and politicians)
tend to focus disproportionately on economic sectors which may suffer damage. These are the
constituencies who demand that their problems be heard. It is important to recognize that recovery actions
will help some while hurting others. While river drawdown may hurt barge operators and farmers, it might
also help truckers and railroads. Recovery actions (and especially successful recovery) will help some
recreation sectors while hurting others. Even the loss of hydropower generation associated with recovery
actions will probably benefit some sectors. The challenge is to think globally enough so that both the
“with" and "without” scenarios encompass the full range of positive and negative effects.

There are two main conceptual problems, "displacement” and "reemployment”, which complicate
the interpretation of the primary and secondary impacts of salmon recovery actions. Displacement results
when the primary impact on one economic sector is accompanied by an offsetting impact on some other
sector. For example, if drawdown damages flatwater recreation, people will not cease to recreate and
certainly will not bank the money they would have spent in the iosing sector. They will quickly turn to .
other forms of recreation, or other consumption spending, probably in the same general region. Similarly,
if agencies increase their spending on salmon recovery activities, this may be just a reallocation from other
programs.

Reemployment results when factors of production are initially idled by a recovery action, but
through time find alternative employment. For example, a commercial fishery worker might lose his job

because of harvest restrictions. After a period of unemployment he might be reemployed as a construction
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worker. Similarly, if farming income were to be severely damaged by drawdown, then those workers who
depend on the spending of farm income would be forced to seek alternative employment. It helps to think
in terms of the classic factors of production -- land, labor, and capital. Labor tends to be quite mobile. If
one becomes unemployed, there is real incentive to diligently seek alternative employment. Capital tends
to be less mobile. Money, operating capital, can be quite easily shifted to another enterprise. Physical
capital, machinery, is also somewhat mobile, because it can be relocated or sold to another user. However
fixed capital such as buildings, or other improvements to land are quite immobile. The salvage value for
used building or a used canal may be minimal. Land is often the least mobile of the three. Obviously it
can’t be moved, and sometimes it has few alternative uses. Land presently used for a gas station may serve
quite nioély as a site for a used car lot. On th¢ other hand, land presently used for irrigated farming
probably has little alternative use but low valued dryland grazing.

A part of this process, however, is the cost of adjusting to the new equilibrium. While some labor
and capital will move to new occupations, some temporary unemployment or underemployment may occur.
Some undepreciated capital may be abandoned as it becomes unusable, or as new technologies are adopted.
‘While the new equilibrium position may provide welfare returns quite similar to the old position, transition
to the new conditions will involve some very real costs. The task facing economists as they try to estimate
the economic effects of salmon recovery, is to estimate the amount of permanent welfare 'change that may
persist as well as the costs of reaching the new equilibrium position.

Measuring the permanent shifts in economic welfare is difficult. Because most mobile labor and
capital will flow to new uses at values not unlike previous employment, idling them does not constitute a
permanent loss. The time and effort required to reach thc»new employment positions will determine the
cost of adjustment, but this is a one-time, rather than a permanent cost. Oaly if it can be demonstrated that
unemployment will be long-term, or that future employment will be inferior to present, can long-term costs
be claimed. Even here, the effects are not permanent, since ultimately all labor dies, and all physical capital
is fully depreciated. On the other hand, salmon recovery will most likely involve a permanent loss in

hydropower production, a cost that will continue for a very long time.
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The bottom line is that many of the economic impacts of salmon recovery are short to intermediate
term adjustment impacts -- not permanent impacts. The direct impacts will be very real, perhaps even large,
and certainly very important to the people, industries, and communities involved, but most of the resources

. rendered idle will eventually find reemployment elsewhere, often at returns not especially inferior to their
previous incomes. What really counts, is neither the primary nor the secondary costs per.se., but the
adjustment costs (the incomes lost during adjustment, the cost of finding alternative employment, and
perhaps an ongoing cost if the new employment is inferior). This logic is the reason why secondary effects
are routinely excluded from national level benefit-cost accounting. At the local level, while input output
modelling allows analysts to empirically estimate primary and secondary effects of salmon recovery actions,
it is important to recognize that these are not valid measures of regional social welfare. Most certainly,
these estimated effects do not persist in perpetuity.

One way of thinking about these issues is in terms of the paradigms of partial versus general
equilibrium analysis. We have a tendency to think initially in terms of partial analysis -- the impact of lost
waterway grain transportation on farmers, the impact of harvest restrictions on sport and commercial
fisheries. In fact our analytic tool of choice, input-output analysis, is a partial equilibrium tool. I-O can
be used to trace the backward linked effects on the rest of the economy. of actions like salmon recovery.
However I-O misses the general equilibrium aspects of recovery, because it implicitly assumes that demand
for ‘outputs and supply of inputs are infinitely elastic. A regional economy is a lot more flexible, re-
employing idled resources, and substituting for lost outputs, than the partial equilibrium I-O model allows

for.

REPLACEMENT COST VERSUS CONSUMERS SURPLUS

I want to illustrate this point with two further examples of the problems that parual equilibriom
thinking can cause. I remember sitting in one of the interminable meetings of Dan Huppert's Economics
Technical Committee. I was half listening to a discussion of the impact which salmon recovery would have
on hydropower generation. Someone was making the point that such and such quantity of hydropower

kilowatt-hours would be lost, and would have to be replaced by thermal power, at such and such
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"replacement cost". Along about then the internalized economist in me started to protest "but isn’t there
a demand curve for electricity? If hydropower lost to salmon recovery must be replaced by more expensive
thermal power, won't this raise prices, and reduce demand, so that not all lost generation will need to be
replaced?”

When I put up my hand and asked these questions, I think the initial reaction of the committee was
to humor me. The partial equilibrium paradigm of using replacement cost is deeply entrenched in the minds
of power planners, With the help of Ken Corum of the NW Power Planning Council, we c\-renmally worked
out the concepts of demand, pricing, and consumers surplus in an average cost pricing industry like electric
power , and eventually the rest of the committee pretty much went along. Dan Huppert's report to NMFS
(based on input from the Economics Technical Committee) did try to take a larger general equilibrium

perspective on the power cost issue. We accomplished a paradigm shift on this issue.

BARGE TRANSPORTATION OF GRAIN

Another place where 1 became concerned about the effects of partial equilibrium thinking was in
looking at the effects of river drawdown oﬁ barge transportation of grain. Dropping the levels of the lower
Snake reservoirs for three to six months is advocated by some who argue that it would speed the passage
of juvenile .salmon downstream -- but this would also disable barge transportation of grain for the duration
of the drawdown.

The initial reactions from partisans of barge transportation painted a horrendous picture of the
impacts of drawdown. They argued that the same grain would have to move between the same points at
the same times as without drawdown. If barges weren’t available, then we would have to use rail and
trucks to move the grain at sharply higher costs. They ralscd the spectre that farmers couldn’t pay these
rates and remain in business, so grain land in Idaho, Oregon and Washington would be idled.

I have argued that the farm economy has a lot more general equilibrium flexibility than that (see
Hamilton, Casavant and Martin). If farmers were faced with a 30 cent a bushel or more difference in grain

value net of transport price to Portland, I would expect the farmers to try very hard to move as much grain
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as possible during the months when the waterway is open. I would expect the ports to adjust in time to this
new shipping pattern.

. It is very unlikely that any land would exit from grain production as a result of river drawdown.
There will be some costs passed on to farmers, which in a general equilibrium setting will show up as lower
land prices, not as permanent unemployment of the land resource. My bottom line is that I think the true -
costs of river drawdown are far less than the estimates of some river transportation partisans -- largely

because of the general equilibrium adjustments by all affected individuals.

CONCLUSIONS

This paper has addressed several conceptual issues which I have encountered as 1 have tried to
understand the economics of salmon recovery. These have included the need to try to rigorously apply the
with-without analytic framework, the need to look beyond impacts to a broader focus on costs and benefits,
and more generally, the need to view things from a general rather than a pamal equilibrium analytic
framework. Confusion over these issues has clouded a lot of the economic analysis of salmon recovery.
We need to understand and deal with these issues in our analysis if our work is to be theoyctically

defensible and truly relevant to the salmon recovery planning process.
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CONTINGENT VALUATION OF RARE AND ENDANGERED SPECIES:
AN ASSESSMENT

T. H. Stevens, Martha K. Field, Thomas A. More
and Ronald J. Glass'

Introduction

Contingent valuation is playing an increasingly important role in decision making about rare
and endangered species, but there are several problems with this approach.? Since most respondents are
not very familiar with the commodity being valued, WTP depends in part on the information which is
(or is not) provided in the survey. Response rates are often relatively low, and because of ethical
concerns, some respondents may be either unwilling or unable to make meaningful tradeoffs between
money and wildlife. Others may simply respond in terms of how they think the world “odght" to be
(Opaluch and Grigalunas, 1992).

We begin with a brief overview and assessment of these issues. An alternative to the

traditional CV method, conjoint analysis, is then examined.

Background

Contingent values for several rare or endangered species are shown in Table 1 (Brown, 1992)°.
These values seem consistent with prior expectations; they vary by species and in general well known
species appear more valuable than those which are not. However, many individuals have expressed
concern about the validity of CV estimates for rare and endangered species (Sagoff, 1988; Harris et. al.,

1989: Edwards, 1986).

! This research was sponsored, in part, by the Forest Service, U.S. Department of Agriculture.

2 For example, pressure is mounting to incorporate provisions for benefit-cost analysis in the
Endangered Species Act and CV is used for measuring damages and liability associated with oil spills
and hazardous wastes.

* Brown (1992) found that 35% of the CV studies of nonuse values published in the U.S. since 1980
involved rare or endangered species.
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One concern is that most respondents are probably not used to thinking in terms of making
tradeoffs between money and endangered species.* Consequently, contingent valuation may function as
"a kind of tutorial, building the monetary value as it elicits it" (Gregory, et. al., 1991, p.4). When
viewed from this perspective, CV is seen as "an active process of value construction rather than as a
neutral process of value discovery.” (Gregqry, etal., p.5). Resulis from the CVM may therefore be very
sensitive to the way in which choices are presented, survey format, and the information provided to
respondents.

Another issue is that contingent value questions about rare or endangered species may induce
decision making behavior dominated by ambivalence. Harris (1989) reminds us that wildlife are often
viewed as, "either priceless or beyond market like transactions..” (p. 222), and Bishop (1985) notes
that.."endangered species decisions must necessarily confront an important issue of intergenerational
equity” (p. 209).

Contingent value questions about rare or endangered species may therefore produce conflict and
ambivalence leading to avoidance, high rates of protest zero bids, and lexicographic behavior whereby
tradeoffs between money and wildlife are not defined (Opaluch and Seagerson, 1989; Harper, 1989;
Edwards, 1986 Stevens, et. al., 1991)°.

A niore troublesome problem is that respondents may not necessarily value the resource itself.
Kopp (1992), for example, suggests that some individuals may be paying primarily to maintain ethical
consistency.

Assume, for example, a simple individual utility function:

@ U=u(S,Y)

* Gregory, et. al. (1991) argue that the well known embedding problem occurs because respondents
do not have well defined monetary values for goods, such as wildemess and cndangered species which
are not priced in the market.

* The average responSe rate for the studies cited in Table 1 which sampled the general population
was 35%. This is somewhat below average; Mitchell and Carson (1989) suggest that CV response rates
average about 48%.
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Where S is a binary variable representing existence of an endangered species, (S=1 if the species exists,

0 otherwise), and Y a vector of all other goods and services (income). Individual well-being or welfare,

on the other hand, might be given by:

V) W = F(E) + US,Y)

Where E is a vector of ethics. In particular, E=1 when behavior is consistent with this individual’s code
of ethics and E=0 otherwise.’®

Following Kopp, assume that this individual is asked to vote for a program which would extract
$N to ensure preservation of an endangered species. Assume that u(l, Y-N) < u(0, Y); this program
produces a utility loss ahd from the perspective of neoclassical utility theory it would therefore be
opposed. However, suppose that voting against this program is ethically inconsistent. This individual is
then faced with a "no-win" situation; she must choose between the lessor of evils, and although a utility
loss is involved, she may nevertheless be willing to pay to maintain ethical consistency. But, this
individual’s willingness-to-pay should NOT be interpreted as the economic value of preservation.
Rather, it is the economic value of ethical consistency. -

A somewhat different formulation is presented by Hollander (1990). Consider an individual
with income Y who contributes amount N for the provision of a public good, G. The remaining income
is allocated to a set of private goods, X.

3 X=Y-N O0sSN<Y

Following Hollander (1990), the supply of the collective good, G, is a function of the aggregate
contribution from n individuals, but when n is large, each individual’s contribution has a negligible
effect on the amount of the collective good produced.

Assume that this individual’s utility depends, in pért, on sentiments, such as "social approval”
associated with making the contribution, N. The individual’s preference structure might then be given

by:

¢ This structure is consistent with Sen’s (1979) concept of commitment which drives a wedge
between personal choice (utility) and personal welfare, W,
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@ U = UX) + U (G) + U,(s(N))
Where s(N) represents social approval. The value of utility when amount N is contributed is therefore:
5) U, = UY-N) + U (G) + UN)
The value of utility when the donation is not made is given by:
| ©)  Uu=UN)+ UG
This individual is assumed to contribute amount N if, and oaly if:
) U, 20U,
The willingness-to-pay probability can then be expressed as: ®) P, = F(dV)
Where F is the probability function for the random component of utility and dV is the utility difference:
C)] dV = U(-N) + U,G(N)) dvz20
Willingness to pay (WTP) is therefore a function of the amount contributed, N, and social approval.
The important feature emerging from this formulation is that utility difference, and hence the WTP
probability, is independent of the collective good, G. Provision of the public good does not depend on
this individual’s contribution, and consequently, her WTP decision depends entirely upon utility derived
from income relative to utility obtained from social approval associated with the act of contribution.
Similar formulations are presented by Andreoni (1990), by Kahneman and Knetsch (1992) and
by Opaluch and Grigalunas (1992) who suggest that individual contributions for the provision of public
goods may be motivated, at least in part, by desire for the "warm glow" associated with giving.
Andreoni argues that some individuals may be motivated by "warm glow" only, others may value the
public good, but care nothing for warm glow, and some may derive utility from both sources. The latter
situation is an example of "impure al"truism", and the resulting value estimate does not necessarily
indicate the economic surplus derived from the good, G. As summarized by Opaluch and Grigalunas
(1992);
"Although impure altruism measures a form of personal benefit, it actually reflects the
value of doing_good, not the value derived from the good. Hence without taking care
to identify the underlying motivation for responses, a CV survey can easily

misinterpret the satisfaction obtained from contributing to a good cause as benefits
associated with the specific commodity being described.” (1992, p 4 ).
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Empirical evidence about the meaning and interpretation of contingent values for endangered
species is presented by Stevens, et al. (1994) who recently examined the motives underlying CV
responses for bald eagle restoration in New England. When asked about the factors considered in
deciding how much they would pay for bald eagle restoration, 31% of respondents cited household
income and other financial commitments as most important. However, 17% cited environmental quality
in general and 13% said that "doing my fair share” was most important. Moreover, many respondents
considered more than one factor; 35% of those who cited income and financial constraints as most
important also considered payment of fair share. Bids for preservation of rare or endangered species
must therefore be interpreted carefully because cohlingcnt values appear to reflect the aggregate value of
a bundle of attributes associated with paying for wildlife preservation. In other words, WTP includes
payment for joint products, such as fairness, social approval, and ethical consistency, not necessarily
associated with the resource itself.

Additional evidence of this phenomena is reported by Schkade and Payne (1994) who used
verbal protocol analysis to examine the thought process-of individuals when asked about their
willingness-to-pay to protect migratory waterfowl from waste oil holding ponds.” Seventeen percent of
respondents viewed their WTP as contribution to charity, 23% were concemed about environmental
quality in g?:neral and 20% simply made up a number. Schkade and Payne conclude that "the WTP
responses we observed seem to be constructed from a variety of considerations, including an obligation
to pay a fair share of the cost of the solution and signaling concem for a larger set of environmental
issues” (p. 88). Our overall assessment is that contingent values for rare and endangered
species may be suspect. Most individuals are not used to making tradeoffs between money ;'md
endangered species. Ambivalence associated with ethical considerations may result in high rates of
protest and non response. Moreover, it is very difficult to determine what people are actually paying
for. Given these problems, examination of alternatives to the traditional CV seems appropriate. One

alternative, to which we now tumn, is conjoint analysis.

7 Verbal protocol is a type of "think alound" analysis used in psychological research.
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Conjoint Analysis

Conjoint analysis, which is a modification of the referendum CVM, asks survey respondents to
rate alternative programs. Since each alternative consists of a bundle of attributes, including price,
marginal rates of substitution between attributes as well as the economic value of individual program
attributes can be measured.

Following McKenzie (1990), assume an endangered species preservation program, Z, with M
attributes:

1) Z=uxZ%, ,Z,)

Where Z is the quantity of the ith attribute. In conjoint analysis product price or cost, P,, is treated as
just another attribute so that:

ay Z=z(%, .B)

If the utility function is separable then:

(12) U=U(Z, -P,+Y)

Where Y is all other goods (income).

In this approach individuals are asked to rate alternative programs. For example, assume two
programs, B and C, which differ only in terms of price and attribute Z. The utility difference between
them is given by:

(13) (U -U°) = [UZ+Y-P)]-[U(Z+Y-P,)]

If U° > U°, then program B is rated above C. Rating can therefore be expressed empirically

(14) Rating = a(P,) + B(Z) + ¢
Where (14) represents the empirical utility function McKenzie, 1993). Since the two attributes in (14)
can‘be varied while leaving the rating (utility) constant, -B/a is the marginal willingness-to-pay for
attribute Z, (McKenzie, 1990; Magat, et al., 1988)

Previous empirical research suggests significant differences between conjoint and traditional

CVM results. Ready, Whitchead and Blomquist (1991) used a polychotomous choice, PC, format in

476



which respondents were given six responses to choose from, "definitely yes, probably yes, maybe yes,
maybe no, probably no, and definitely no”. When compared to the conventional format, PC resulted in
slightly higher response rates and much higher estimates of WTP for two different amenities
(preservation of wetlands and horsefarms).

Magat, Viscﬁsi and Huber (1988) used both an open ended CV and a paired comparison format
to value morbidity risk reductions associated with household chemicals (bleach and drain openers). In
four applications, the paired comparisons approach produced higher valuations. Similar results were
reported by Desvousges, et al. (1983) for water quality improvement in the Monongahala River.

Brown (1984) found that when asked for WTP subjects would pay more for ordinary
commodities (cameras, etc.) than. for environmental amenities (air quality and scenic quality). However,
when asked to choose, most respondents rated amenities higher than commoditics. More recently,
Irwin, et al. (1993) found that WTP questions lead to relatively greater preference for improved
commodities, such as TV’s and VCR’s, while choice questions yielded relatively greater preference for
air quality.

Several factors may be responsible for these results. Compatibility and prominence effects are
thought to be major causes of the preference reversals reported by Brown and by Irwin et al. (1993).°
Irwin, et al. (1993) argue that,

" The compatibility effect implies that when dollars are an avai]éble (recognizable) attribute of an
object, they carry more weight or influence in determining an equivalent response that is also in dollars
(e.g., cash equivalent, selling price) then they do in determining a response that is not in dollars (e.g., a
rating of value or a choice). The prominence effect causes choice responses to be more dominated by
prominent attributes than are pricing TeSpOnSCs. This arises from the fact that choices are driven by
reason and arguments to a greater extent than are pricing responses” (p. 6, 7).

Other factors may also be involved. As noted by McKenzie (1990), an important difference
between conjoint and CV is that conjoint treats price as one of several attributes. Conjoint may

therefore be particularly appropriate for valuing environmental amenities which people do not normally

think of in monetary terms because it does not ask respondents to value the amenity directly. In the

* Preference reversals occur when CVM results yield a different ordering of options then when
respondents are asked to choose among options.
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context of endangered species valuation, conjoint does not require explicit tradeoffs between wildlife and
money. Rather, these tradeoffs are implicit in the choices (ratings) made by respondents. Consequently,
incentives for lexicographic decision making may be reduced. Conjoint analysis also allows respondents
to express ambivalence. As noted by McKenzie (1993), "Conventional referendum CVM studies
generally discourage respondents from indicating indifference or ambivalence, and estimation biases are
likely to arise when indifference or ambivalence is expressed as nonresponse instead” (p. 593).
Moreover, many individuals may be more familiar with making choices in a conjoint format. McKenzie
(1990) argues that,

"Respondents are generally more comfortable providing qualitative rankings or ratings of attribute
bundles which include prices, rather than dollar valuations of the same bundles without prices. In
treating price as simply another attribute, the conjoint approach minimizes many of the biases that can
arise in open-ended contingent valuation studies when respondents are presented with the unfamiliar, and
often unrealistic, task of putting prices on nonmarket goods” (p 112).

Conjoint analysis may therefore have several potential advantages for valuation of endangered

species. However, we are not aware of any empirical CV/conjoint comparisons for rare or endangered

species. A case study of Adantic salmon restoration in New England was used to examine these issues.

Case Study

A survey was administered to 82 undergraduate students at the University of Massachusetts
during the fall semester, 1993. Each individual received two CV questions about restoring Atlantic
salmon to the Connecticut river. The first asked about WTP for a program which would restore Atlantic
salmon throughout the lower half of the river. The second asked about WTP for a program described as
being the same in all respects except that salmon would be restored throughout 90% of the Connecticut
River system. These contingent valuation questions were followed by a question which asked
respondents to rate five different restoration programs, (two of which were the same as‘ those in the CV
portion of the survey), on a scale of 0 to 9 with 9 representing programs the individual would definitely

contribute to and 0 representing programs the respondent would definitely not contribute to.
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All programs were described in terms of several attributes; cost (per person), region of river
restored (% of river), expected salmon returns per year, probability of seeing salmon (low in all cases),
and fishing opportunities (none in all cases). A copy of the survey is presented in the Appendix.

Seventy-six of the 82 students completed the questionnaire. CV results are presented in Table
2. The average WTP was $19.43 to restore salmon throughout the lower half of the river, and $27.89 to
restore 90% of the river. The value of the 50 to 90% restoration increment is therefore $8.46.° Since
each respondent also rated five restoration programs, 380 observations were available for conjoint
analysis. The ordered probit procedure was used in which the dependent variable (ranking, 0-9) was
regressed against program cost (cost), percent of river restored, salmon returns, 8 dummy variables
accounting for rating intervals, MU1-MUS, and the mean of each respondent’s five ratings (average
rating).’

The results of estimation presented in Table 3 show that as expected, higher ratings are
associated with larger salmon returns, a greater percentage of the river restored, and lower program
costs. Marginal valuations for percent of river restored and per fish are given in column 3 of Table 3.
A binary logit model was also estimated in which the dependent variable equals 1 for programs, if any,
individuals would definitely contribute to (rating=9), and 0 otherwise (see Table 4). As expected,
marginal véluatjons derived from this approach were quite similar to those obtained from the ordered
probit analysis.

Value estimates for restoration of 50% and 90% of the river derived from the CV and conjoint
analyses are compared in Table 5. The rating (conjoint) format produced average values for the 50% t
90% restoration increment which were 19 to 26 percent greater than those derived from the traditional

CV; a finding which is generally consistent with previous research. However, 95% confidence intervals

% No protest zero bids or outliers were detected.

19 The average rating variable facilitates comparison of ratings between respondents (see McKenzie,
1993).
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for conjoint and traditional CV values overlap. Following McKenzie (1993) the ordered probit
confidence interval was calculated from the inequality:

[b-bWTPJ/{ Sy - S;SWTP + S, WTP?}* > t
Where b, is the estimated coefficient for percent of river restored, b, is the csumatcd restoration program
cost coefficient, and S, S,, S;S, are coefficient variances and covariances (see McKenzie, 1993). Upper
and lower bounds for conjoint values were $24.80 and $.80 (for the 50% to 90% restoration increment),
while the corresponding CV confidence interval was $12.35 to $4.50.

From this perspective, CV and conjoint results are not different. But, when compared to CV,
average values obtained from the rating format (logit estimates) for each individual restoration
alternative (ic., 50% and 90% restoration) were less than the corresponding CV values, and several types
of inconsistencies were observed when each individual’s CV response is compared to that obtained from
the rating format.

Forty-three percent gave a rating of less than 9 for identical programs they said they would
con!:ribute to in the CV portion of this study. Fifty-three percent preferred 90% restoration to 50%
when asked in the CV format; that is, 53% were WTP more for 90% than for 50%. However, only
32% rated the 90% program higher than the 50% one in the rating format. And when each respondent’s
CV and ratihg responses are compared, 37% exhibited preference reversals.'

There may be several reasons for these differences. First, order effects could be a factor. The
rating format followed the CV question and this may have effected ratings for individual programs.
Also, respondents are‘presentcd a wider range of choice in the rating format. When responding to CV,
46% would pay $25 or more for the 50% restoration program, and 22% would pay $40 or more for the
90% program. But, when asked to rate alternatives, only 16% would definitely pay $25 for the 50%
program and 11% would pay $40 for the 90% alternative. However, 42% would pay $40 for a third

alternative which would restore salmon throughout the entire river (100% restoration). In essence the

' Since the rating question was expressed in dollar terms, the compatibility and prominence effects
noted in previous studies of preference reversal ought to be minimal.
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presence of a third, fourth, and fifth alternative in the rating format may have influenced the value of
the first two.

Another factor is that the rating approach may provide less incentive for payment to maintain
moral consistency, social approval, or "warm glow’. This is because respondents are not forced to vote
for or against programs in conjoint. Rather, rating allows respondents to express ambivalence by giving
a rating between the endpoints (0 and 9). It is important to note that when asked in the rating format,
63% of respondents were not sure whether they would contribute.

Summary and Conclusions

Contingent valuation of rare or endangered species has been very controversial. Because
ethical values are involved, CV may produce conflict resulting in nonresponse, payment to maintain
moral consistency and related problems. Conjoint analysis may produce better results because compared
to the traditional CV, tradeoffs between money and wildlife are implicit. Conjoint also allows for
ambivalence and many people may be more familiar with making decisions in this format.

In a case study of Atlantic salmon restoration in New England, average values derived from
conjoint were not statistically different from contingent values, but several important differences
between individual’s rating and CV responses were observed. This was not unexpected--as noted by
Schkade and Payne (1994), "the sensitivity of CV results to various methodology factors (including
discrepancies between WTP and choice) are completely consistent with over 20 years of research on the
psychology of decision making” (p. 104).

We believe that conjoint is preferred from a conceptual perspective, but much more empirical

evidence comparing conjoint and traditional CV formats is obviously needed.
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Table 1. Summary of Recent CV Studies of
Rare or Endangered Species

Mean Annual WTP, §,

Author per household/year
(Year) Species
Non-use value Use-Value
Boyle and Bishop Maintain and restore $28.38° - $46.93" -
1987 Bald Eagle $18.02 $57.29
Habitat in Wisconsin
Striped
Boyle and Biship Shiner
(1987 $5.55 NA
Brookshire, et al Improvement of
(1983) Grizzly Bear
» Habitat $15.20 $5.80
Duffield
(1992) Wolf Recovery in
Yellow-stone N P
$17.39 $5.48
Hageman Avoid Reduction in
(1985) Sea Otter Population
Protect Habitat of $13.62 $7.20
Northern Spotted Owl
Hagen, et al
(1991) Survival of a Local
Herd of Big Hom Sheep
$86.32 NA
Assure Existence of
King, et al Spotted Owl
(1986)
$15.14 $2.00
Ruybin, et al
(1991)
$49.72 NA
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Table 1 (Continued)

Mean Annual WTP, 3,

Author per household/year
(Year) Species .
: Non-use value Use-Value
Stevens, et al Bald Eagle Restoration 31581 $347
(1991) in New England
Stevens, et al Atlantic Salmon
(1991) Restoration in $7.93 NA
New England
Stoll and Johnson Preserve
(1985) Whooping Crane
Habitat $9.33" - $7.54" -
$1.03 $9.64

Source: Thomas Brown. 1993. "Measuring Non Use Value: A Comparison of Recent Contingent
Valuation Studies”. W-133 Sixth Interium Report.

* Range depends on whether individuals would be able to use the resource.

® Range depends on whether individuals were visitors to wildlife refuge.
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Table 2. CV Results for Salmon Retoration

Restoration
Program Average WTP (%)
50% of River
(Lower Half) $19.43
90% of River $27.89
Marginal Value of

50% to 90% $ 846

Increment

n= 76

Table 3. Ordered Probit Conjoint Analysis
of Salmon Restoration

Coefficient* Marginal Valuation
Variable (bi) (bi/ b cost)
MU (1) A7 (3.86)
MU (2) 37 (6.28)
" MU 3) 69 (934)
MU @) 93 (1143)
MU (5) 121 (13.69)
MU (6) 149 (15.96)
MU (D) 1.86 (18.99)
MU (8) 223 (21.75)
Average Rating 359  (10.84)
Cost -035 (3.33)
% River Restored 967 (2.08) $27.63/100%
Salmon Returns 00054 (4.42) $ .015/fish
Constant -58 (3.13)
Chi-squared 14039 (4 dp
n = 380

*Absolute t values in parentheses
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Table 4. Logit Model of Salmon Restoration

Coefficient* Marginal

Variable (bi) Valuation
Average Rating 44 (5.00)
Cost -13  (4.36)
% River Restored 334 (2.5D) $25.69/100%
Salmon Returns 0011 (3.36) $ .09/fish
Constant -3.02  (5.30)
Chi-squared 6621 (4 df)
n = 380

*t Values in parentheses

Table 5. Comparison of Value Estimates: CV and Conjoint

WTP ($) For Restoration Program

50% of 90% of 50-90%
Model River River Increment
CV (Average WTP) $19.43 $27.89 $8.46
Conjoint (Rating)
1. Ordered Probit - - $11.05
2. Logit* $11.27 $21.54 $10.27

* Median (probability = .5)
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