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This volume contains the proceedings of the W-133 Regional Research Project 
Annual Technical Meeting held in Pacific Grove, California, in March 1995. The purposes 
of this Western Regional Research project include the economic valuation of 
environmental amenities and natural resources; the use of these values to inform public 
policy and decisionmaking; and the study of how values from pre-existing studies may be 
credibly "transfe~ed" from one resource or geographic area to new ones. Researchers 
fiom more than 25 land grant institutions around the country are formally involved in the 
W-133 project through their campus Agricultural Experiment Stations, and the project 
attracts many more participants from federal and state agencies as well as researchers &om 
other institutions interested in valuation questions. This participation occurs both through 
conducting cooperative research efforts addressed to one or more of the objectives or 
resource areas of W-133, and through attending and presenting papers at the annual 
Technical Meeting. The interaction and cooperation among a broad spectrum of resource 
managers and researchers is one of the unique strengths of W-133. 

The specific objectives of W-133 are to (1) provide site-specific use and nonuse 
values of natwal resources for public policy analyses; and (2) to develop protocols for 
transferring value estimates to unstudied areas. Research conducted by W-133 
participants to meet these objectives is targeted at four resource areas: water-based 
recreation, groundwater quality, wetlands, and recreational fisheries. In addition to the 
many case studies of amenity values and benefits transfer exercises which investigators 
conduct, many fundamental research methodology questions are encountered in the area 
of nonmarket valuation. Making progress toward resolving these questions is essential to 
increasing coddence in the empirical value estimates, so many investigators and 
cooperators also present and discuss research aimed at these methodological questions. 

This volume is organized around the objectives and resource areas of the W-133 
project. The t3st three sections address objective 1 of the project, site-specific use and 
nonuse values in the resource areas of water-based recreation, groundwater quality and 
rural amenities, and recreational fisheries and hunting studies. The next section addresses 
the objective of benefits transfer. The hl two sections address some of the fundamental 
methodological issues that run throughout all efforts to provide convincing resource 
values, both in the areas of contingent valuation and in the areas of random utility and 
resource valuation modelling. 

Any classification scheme is, to an extent, arbitrary. Many of the papers in this 
volume cross category lines as defined above and provide insight into more than one area. 
In particular, the papers addressing site-specific values often must also address 
methodological issues. Conversely, the papers which highlight methodology are also often 
based on empirical studies that provide sitespecific or amenity-specific values. However 
one chooses to class@ them, the papers in this volume amply demonstrate the rich variety 
and high quality of research into the important area of amenity valuation which the W- 133 
project makes possible. 



In closing, I would like to acknowledge the capable assistance of Dan Lew in 
preparing this volume. 

Douglas M. Larson 
University of California, Davis 
September 1995 





SYSTEMS OF TRAVEL COST MODELS OF RECREATION DEMAND 

J.S. Shonkwiler 
Professor 

Department of Agricultural Economics 
University of Nevada 
Reno, Nevada 89557 

(702) 784-1341 

Comments by JefEey Englin and Douglass Shaw are gratehlly acknowledged. Discussions with 
and research materials provided by Jeffrey LaFrance were particularly helphl. Research 
supported by the Nevada Agricultural Experiment Station via Western Regional Research Project 
W-133. 

3 



SYSTEMS OF TRAVEL COST MODELS OF RECREATION DEMAND 

Recreation demand modeling is an important element of natural resource planning. 

Behavioral responses and valuations of recreationists are often used as components of benefit-cost 

analysis or environmental impact assessment. The travel cost model which defines a demand 

hnction for recreation sites has been employed by economists since the early 1960's (Smith, 

1989). Yet a number of theoretical and empirical problems encompass the travel cost model. 

These include issues involving the count data structure of the dependent demand quantity, 

assumptions regarding the structure of the demand decision relative to corner solutions and 

hurdles to consumption, and the treatment of multiple, sites in the empirical specification. 

Count data travel cost models have become increasingly more common (Creel and 

Loornis, 1990; Hellerstein, 1991; Englin and Shonkwiler, 1995) as economists have recognized 

that travel cost studies based on participant information regarding visits to recreation sites are 

subject to the fact that each respondent will report a discrete number of trips. If the latent 

demand for travel to a recreation site is considered to lie in the interval (-a, m) , then since 

observed trip demand cannot be negative, it is censored at zero and failure to account for 

censoring leads to biased estimators. The application of count data estimators to the travel cost 

model thus is a logical extension to accommodate the particular properties of trip data. In view of 

the recent work of Hellerstein and Mendelsohn, who provide theoretical foundations for linking 

the empirical count estimator to the individual consumer's underlying optimization problem, it is 

clear how to perform welfare analysis on the basis of a single equation count demand model for 

trips. 

Yet a single, independent recreational site rarely exists. If similar recreational experiences 

can be obtained at sources near the recreation site of interest there may be a high degree of 

substitutability among such sites. Although most studies to date have assumed independence in 

order to estimate demand, researchers recognize the probably important interdependencies of 

demands for sites due to the pioneering work of Burt and Brewer. Subsequent studies by 

Cicchetti et al. and Sellar et al. have provided additional evidence to justifl a systems approach. 



Unfortunately, analyses of household (or individual) demands for recreation have not accounted 

for the discrete, zero and positive integer, characterization of trip data. The single published 

exception is the recent study by Ozuna and Gomez. Ozuna and Gomez, however, adopt a highly 

restrictive econometric model which cannot accommodate over-dispersion or negative 

covariances between equations, and they fail to recognize that welfare analysis in a systems 

context is altered when conditional expected demands have an exponential form. 

With regard to comer solutions and hurdles to consumption, Pudney has pointed out that 

individuals may make non-marginal changes by switching from one behavioral regime to another. 

The two types of responses involved are at the intensive margin where consumers of the good are 

motivated to consume marginally more and at the extensive margin where people may either enter 

or leave the market entirely. Individuals with zero consumption may be at a comer solution such 

that a price reduction (income increase) may lead to non-zero levels of consumption. 

Alternatively, zero consumption may represent behavior which is robust to changing economic 

variables, reflecting instead a choice set iduenced by endowments or physical capabilities. While 

econometric models developed by Mullahy may provide insight into the treatment of zero 

consumption as the consequence of a comer solution to the conventional utility maximization 

problem, they are unsatisfactory in terms of their ability to distinguish situations where desired 

consumption may be positive but observed consumption is recorded as zero. 

This paper attempts to synthesize the elements necessary to appropriately treat multiple 

site travel cost models of recreation demand when the decision variables are measured as trip 

counts. A flexible, multivariate count data probability model is adopted and modified to account 

for the excess zero consumption problem. Because this model generates conditional demands 

with exponential form, a proper incomplete demand structure (LaFrance and Hanema~)  will be 

imposed to insure that exact welfare analysis can be performed. The proposed techniques will 

then be applied to a stylized empirical model of angler demand for visits to three lakes in 

northwestern Nevada. 



The Multivariate ~oisson- LO^ Normal Distribution 

While there are a number of multivariate discrete distributions, Aitchison and Ho argue 

that only the multivariate Poisson-log normal (MPLN) distribution can both reproduce an 

arbitrary correlation structure and account for over-dispersion. This distribution arises fiom 

mixing the location parameters of independent Poisson processes with a multivariate log normal 

distribution. Whereas the univariate Poisson-log normal distribution is well known (Johnson and 

Kotz), the multivariate fom was apparently not proposed until Aitchison and Ho's 1989 paper. 

To motivate the development of the MPLN econometric model, first consider its 

univariate form. Let qni denote the n~ households observed demand for the ith recreation site. 

Suppressing the site index, the Poisson probability mass function for qn is 

(1) f (qn16) = 6"e-'/qn ! and E ( ~ , )  = 8 

It is well known that, if the Poisson parameter 6 is mixed with a Gamma distribution and 

integrated out, the negative binomial distribution results. When the Poisson parameter is mixed 

with the log normal distribution, the following probability mass hnction results. 

The log normal is chosen as a mixing distribution for several reasons: i) it is defined over positive 

values only; ii) it can represent highly skewed data; and iii) it easily generalizes to a multivariate 

form. Property (i) is important because the Poisson parameter is strictly greater than zero. 

Property (ii) is attractive because frequently a few households or individuals will have demands 

many standard deviations greater than the average. Property (iii) permits treatment of related 

sites. 

Note than in (2) 8 is a nuisance value which must be integrated out. Unfortunately, no 

closed form exists for this integral so that to obtain maximum likelihood parameter estimates, the 

expression 



must be maximized with respect to p and d. In terms of moments 

so it is apparent that if d = 0 then a Poisson model with 8 = could reproduce the first 

two moments of the univariate Poisson-log normal distribution. 

To develop the multivariate form of (2), we suppress the observational subscript n and let 

8 and p denote G element vectors corresponding to G related sites. C denotes the GxG 

covariance matrix with element q, ,i = 1,2,. . . G and j = 1,2.. . G. Then the MPLN joint 

probability mass fbnction becomes 

m , f (q,le,)exp{- ~ ( l n  6 - P)' ~ - l ( l n ~  - P)}  
(5) j.-.jn 

0 0 i=l 
= PG (q(B)1kZ) 

for the n" observation whenA.) is defined in (1). The implied covariances have the form 

thus the conditionsq, < 0, q, = 0, and q,. > 0 establish negative, zero and positive covariances 

respectively between the observed sites. 

The price of the flexibility of the MPLN probability density is the G dimensional integrals 

which must be evaluated for each of n = 42, .. . N observations in order to evaluate the likelihood 

for the sample. Furthermore, since the derivatives of the likelihood with respect to p and C 

cannot be factored out of ( 9 ,  the multidimensional integral must be evaluated for each derivative 

(either numerical or analytical) computed. Computational approaches will be discussed more 

extensively in the empirical section. 

While the likelihood fbnction represented by equation (5) may not be simplified, quasi- 

maximum likelihood estimation methods can be employed to reduce the dimensionality of the 



integral by speclfylng a sequence of, say, bivariate likelihood fbnctions. For example a three 

equation system could be approximated by the product of three bivariate likelihoods 

0: 8: e-''-'' exp 

In this manner, evaluation of a triple integral is reduced to evaluationof three double integrals. 

Estimated standard errors of the parameters will need to be adjusted with the formula in White 

since the parameters which maximize (7) are quasi-maximum likelihood estimators. 

Hurdles/Excess Zeros in Count Data Models 

It is known that non-consumption of a particular site, or possibly a group of sites, is a 

commonly observed phenomenon having both economic and statistical implications. Let qn denote 

the number of visits the nth (potential) user of a single specific recreation site has made over a 

season. Define two variables that influence the individual's decisions as pn and w, with the 

former conditioned by mainly economic variables (prices, income) and the latter independent of 

economic variables. This decomposition of explanatory variables is in the spirit of Pudney who 

suggests separating economic variables from personal characteristics which shape tastes. Let Dn 

represent the latent decision to consume such that consumption is zero if Dn r 0.  Specify 

(8) pr(D, 5 0) = a, 

where w is an unknown parameter. 

If consumption is positive, then it is assumed that observed consumption equals desired 

consumption 

(9) qn = q,' with 

~ ( 9 , )  = Pn 



Mullahy has proposed a single hurdle model of consumption behavior that Shonkwiler has 

criticized because the decision to consume is independent of the level of consumption (vid Morey 

et al. regarding the discussion that non-participation represents only one of many types of 

boundary solutions). Instead, Shonkwiler formulated a double hurdle model of consumption 

behavior originally suggested by Blundell and Meghir which provides the regimes 

pr(q,, = 0) = ~r(q:  = 0) + ~r(q :  > o)P~(D, 5 0) 

(10) and 

pr(q,, > 0) = ~r(q:  > 0) - pr(q. > 0) P~(D. 5 0) 

No consumption will be observed if desired consumption is non-positive, or, if desired 

consumption is positive, an additional hurdle (D 5 0) may prevent consumption. The probability 

of a positive observation is determined by whether latent demand is positive and whether the 

binary impediment to consumption is effective. 

As shown by Shonkwiler this model incorporates two mechanisms for generating zeros, 

one intended to represent a hndarnental non-economic decision and the other representing an 

ordinary corner solution (Pudney). Additionally, this hurdle mechanism corresponds to the excess 

zero probability model of Johnson and Kotz. Recognizing that (10) can be rewritten 

we obtain the zero modified probability mass functions of Johnson and Kotz. Namely 

where the original distribution has probability mass hnction q,, j = 0,1,2.. . These zero modified 

distributions can be extended to multivariate discrete distributions in a similar fashion 
pr(q, =q2 =...qG = 0)=a,+(l-ru)~,(0,0 ,... 0) 

(13) 
r ( q ) = ( l - ( q )  q , = q  ,...=q , t o  



Johnson and Kotz point out that a].] uncentered moments of the modified distribution differ fiom 

the corresponding moments of the original distribution by the factor (1 - a). 

Incomplete Demand Systems 

Specification of a system of demand equations naturally leads to the implications of 

consumer choice theory for assessing the structure imposed. As LaFrance has pointed out, three 

practical approaches can be considered for the demand system specification. First, broad 

aggregates of all goods available to the consumer can be used to reflect all choices in the 

consumption set. Second, separability can be imposed so that conditional demand equations 

involving a subset of commodities can be estimated. Third, an incomplete system of demand 

equations can be specified. Obviously, the first approach is unsatisfactory because interest is 

focused on individual commodities. The second approach suffers fiom i) uncertainty as to the 

true nature of separability, ii) not identifying the overall utility hnction but only a subutility 

function, and iii) the interdependence between quantities demanded and group expenditure. This 

latter condition is exacerbated when many households have zero demands and consequently zero 

groupwise expenditure. Thus, substantial simultaneous equations bias would likely be 

encountered. 

The incomplete demand system specification is an attractive alternative only if the 

preference structure it identifies is consistent with rational models of consumer behavior. 

Incomplete demand models that can be related to an underlying utility maximization subject to a 

linear budget constraint can be used to conduct proper welfare analysis (LaFrance and Hanemann, 

1989). The incomplete demand structures that are consistent with such maximizing behavior 

were first presented in LaFrance and Hanemann (1984). For linear expected demands, the 

restrictions typically imposed are zero (or essentially zero) income effects and a symmetric 

negative definite cross price matrix. Burt and Brewer as well as Seller et al. imposed cross 

equation symmetry of the price coefficients. Hence both studies imposed restrictions generally 

consistent with those suggested by a linear incomplete demand system. However, because both 



studies modeled discrete household demand data with linear models, their welfare calculations are 

compromised by their linear estimators. 

Ozuna and Gomez tested symmetric cross equation price effects stating that this is a 

necessary condition for path independence of the line integral used to compute the welfare effects 

of price changes. But Ozuna and Gomez specified their expected demands with an exponential 

form 
f 

where y represents household income and the observational subscript has been suppressed. 

Symmetry conditions for this model are 

(15) Plqi +Yiqiqj =Pjiqj + Y  ,gigj 

so, irrespective of whether the y, are essentially zero, symmetry will generally not hold unless 

p.. =p.. = 0. 
' I ?  

Conditional expectations from the zero modified MPLN probability model have the form 

(16) ~ ( ~ ) = ( l - t ~ ) e ) e x ~ ( a ~ + / 3 ~ , f i + ~ + ~ o : ) .  

Here the restrictions consistent with an incomplete exponential demand system (LaFrance and 

Hanemann, 1984) have been imposed, viz. yi = y and Pi, = 0, i # j The demand shifters, or a, in 

the terminology of LaFrance, are defined by 

and a final restriction requires 

so that in terms of each a, (i + 1) we have 

(19) ai =ln(Pjj/~ll)+ a1 + ~ ( 0 :  -0; )  

Thus the exponential incomplete demand system has G free own-price parameters, one income 

coefficient and one intercept parameter plus the XG(G + 1) unique elements of Z . 



Although the restrictions imposed on the incomplete demand system appear severe, there 

is some latitude for alternative specifications which still satis@ the utility theoretic requirements 

(LaFrance). One alternative is to explicitly introduce complementarity in the demand system by 

imposing restrictions which do not require zero cross price coefficients. However, the 

specification that is adopted herein employs a maintained hypothesis that the specific recreation 

sites considered are substitutes and the degree of substitution, sv, can be expressed by recognizing 

that the Slutsky equation has the form 

under the restrictions imposed and the statistical model specified. 

Empirical Analysis 

The data to be analyzed were collected in 1988 through a cooperative kffort by the 

Nevada Department of Wildlife and the Department of Agricultural Economics, University of 

Nevada. Residents holding valid Nevada fishing licenses were surveyed by mail. Respondents 

were asked to supply information to questions regarding household characteristics (number of 

family members, age and gender of family members, education levels), household income, and 

expenditures on equipment, guide and taxidermy services. Respondents were also asked to 

provide single and multiple site trip information regarding visits to a number of Nevada lakes and 

reservoirs. 

For the purposes of this stylized study, visits to Topaz Lake, Walker Lake and Pyramid 

Lake by northern Nevada anglers are analyzed in order to infer their use values to area anglers. 

All lakes are located in northwestern Nevada and sample statistics are reported in Table 1. A 

total of 532 observations comprised the data set once missing values and anglers reporting more 

than 30 trips were dropped. Note that anglers who visit a given site tend to make multiple trips, 

whereas a substantial percentage of angers make no visits (Table 1). Explanatory variables used 

are y,,, the nth household's income in $10,000, and p,, the n' household's round-trip distance to 

the irh recreation site multiplied by $.25, to approximately represent travel cost. For some 



indication of how accurately this measure represents the true, unobserved travel price, see the 

recent study by Englin and Shonkwiler. 

To provide a basis of comparison, univariate Poisson-log normal and negative binomial 

models are estimated for each of the three lakes. Both distributions were modified to account for 

excess zeros and this probability is represented by the w parameter. For the Poisson-log normal 

model 

P i  = ai +P,P, + YiY, 

and for the negative binomial model the location parameter is specified as 

' n i  = exp(a, + P i p i  + Y i ~ , )  

and the dispersion parameter is denoted 4. Results are presented in Table 2. Notice that the 

Poisson-log normal model produces comparable or better fits as judged by the log likelihood 

values. 

Full information maximum likelihood estimation of the three equation system requires 

evaluation of triple integrals at each data point. Two approaches were used to calculate the 

multidimensional integrals. The intquad3 procedure in GAUSS with order of integration set at 32 

was used to evaluate equation ( 5 )  and multivariate Hermite integration was used to evaluate a 

transformation of ( 5 )  suggested by Aitchison and Ho. The first approach appeared to assign too 

much weight to observations of zero demand and the second approach appeared to overweight 

the probabilities associated with large demands. Thus, the estimation results fiom both models 

were pooled by taking geometric averages of respective parameters. 

Results for the pooled FIML estimates under the restrictions generated by the incomplete 

demand system structure are presented in Table 3. Parameters correspond to those appearing in 

equation (16). Also, the multivariate distribution is modified to account for excess zeros as per 

equation (13). These findings establish significant negative correlations between demands for 

trips to Topaz and Wallker Lakes as well as Topaz and Pyramid Lakes. Marginally sigruficant 

positive correlation is found between Walker and Pyramid Lakes. The FlML system specification ' 

also permits proper imposition of the cross-equation parameter restrictions required by the 



incomplete demand structure. Notice that for the full system, we find that the probability of an 

impediment to consumption (as opposed to a comer solution) is about 38 percent. 

Table 3a presents the quasi-maximum likelihood parameter estimates for the same three 

equation system but using likelihoods defined by equation (7). This method generates 

correlations which appear to be uniformly smaller than those of the FIML system. On the other 

hand, the own price and income coefficients differ by no more than six percent. Given that 

computational time is reduced about one order of magnitude using the quasi-maximum likelihood 

approach, this technique appears promising particularly for higher dimensioned problems. 

Of course the primary purpose of the incomplete demand specification is to permit the 

calculation of appropriate welfare measures. Table 4 presents these measures for the average 

angler in our sample. Because of the small magnitude of the income coefficients, the results show 

equivalent and compensating variation tightly bracketing consumer's surplus. One interesting 

application of these results is to assess the use value of Walker Lake to northern Nevada anglers. 

This is a reasonable consideration because the lake is slowly dying because of increasing salinity 

due to extended drought and over-commitment of Walker River water to upstream interests. No 

river water has flowed into the lake in the last eight years. Assuming there are 40,000 area 

anglers who put a use.value of $12.03 on the lake per season, we find using a five percent 

discount rate, a $10,336,000 present value (1988 dollars) for Walker Lake. 

Conclusions 

The Poisson-log normal probability model appears to be a flexible alternative to the 

negative binomial probability mass fbnction. Because the Poisson-log normal probability model 

can be generalized to the multivariate case and represent any arbitrary pattern of correlation 

among equations, the computational burden incurred in its implementation seems justified. 

Further, it can be specified to accommodate a double hurdle model of behavior which is 

demonstrated to have substantial empirical importance. Finally, the incorporation of the 

incomplete demand system restrictions for exponential specifications of expected demand are seen 



to provide two critical benefits. These restrictions reduce the number of free parameters and 

permit exact welfare analysis. 
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Table 1. Sample Statistics, N=532. 

Average Number Average Number Number Not 
Lake of Visits of User Visits Visiting 

Topaz 1.269 
Walker 1.258 
Pvramid .885 



Table 2. Single Equation Maximum Likelihood Results. 

Poisson-Log Normal Negative Binomial 
Parametera Coefficient Std. Error Parameter Coefficient Std. Error 

Lake 
Topaz CF 1.0318 .I096 4 .5555 .2059 

a 2.6752 .5679 a 3.0991 .2963 
P -. 1288 .0277 P -.I318 .0133 
Y .0820 .024 1 Y -0805 .03 77 
w .5878 .0439 w .4992 0890 

Log likelihood -533.41 -535.49 

Walker 0 1,4248 .I345 4 .2060 .I067 
a 1.8914 .I685 a 1.7763 .3812 
P -.0964 .0087 P -.0733 .0087 
Y .I009 .0400 Y -1069 .0605 
w .4241 .0761 o -1240 .3 112 

Log likelihood -540.72 -553.56 

Log likelihood -399.55 -399.59 

a Parameters are: a-intercept 
p-own price coefficient 
y -income coefficient (income measured in $10,000 units) 
a -probability of an impediment to consumption 



Table 3. Full Information Maximum Likelihood Results for Three Equation System. 

- p~ 
Parametera ~stimated coefficient Estimated Std. Error 

Log likelihood -1492.50 

Table 3a. Quasi-Maximum Likelihood Results for Three Equation System. 

Parameter Estimated Coefficient White's Standard Error 

a For subscripts: Topaz = 1, Walker = 2, Pyramid = 3. 
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Table 4. Welfare Calculations. 

- 

Lake Equivalent Variation Consumer's Surplus Variation 

Topaz -9.620 9.62 1 9.622 
Walker . -12.918 12.921 12.924 
Pyramid -1 5.056 15.057 15.059 
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Abstract 

The monetary value of travel time is an important u~es0lved issue in recreation 
demand analysis. This paper proposes a quasi-experimental design which allows the value of 
travel time to inferred from data. Theory is developed, in the spirit of random utility 
models, which does not require the value of time to be linked to an individual's wage rate. 
The approach rests on the principle that net recreation benefits consist of site quality effects, 
money costs and time costs. Using a simple two-site two-community design, quality effects 
are isolated which allows estimation of the value of travel time. 
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I. Introduction 

While the importance of travel time in recreation demand studies has long been 

recognized, it remains an unresolved issue (Ward and Loomis, 1986). Along with out-of- 

pocket travel costs, travel time is a constraint variable in properly specified travel cost and 

random utility models. High collinearity between travel costs and time often frustrates 

attempts to specify separate variables. Typically, one assumes a monetary equivalent value 

of travel time to calculate the cost of visiting a site in terms of a single dollar quantity. 

However, welfare estimates can be sigmficantly affected by the assigned cost of travel time. 

Early work on the value of travel time by Cesario (1976) reviews several commuter 

studies. He suggests that an appropriate value of travel time is between onequarter and one- 

half the hourly wage rate. In a meta-analysis of 77 travel cost studies, Smith and Kaoru 

(1990) found that travel time was valued at an average of 0.37 of the wage rate. Several 

theoretical approaches for valuing travel time also attempt to link time value to an 

individual's wage rate. These models (such as Larson, 1993a; Bockstael, et al., 1987; and 

McComeU and Strand, 1981) normally assume that individuals tradeoff labor and leisure in a 

market situation, at least in the long term. 

Several attempts have been made to empirically estimate the value of travel time. 

McConnell and Strand (1981) define a monetarized travel time variable as the after-tax wage 

rate multiplied by the round-trip travel time in a travel cost analysis of anglers. Their results 

suggest that travel time is valued at an average of 0.61 times the after-tax wage rate. Larson 

(1993b) develops a model using monetary travel costs and on-site time to calculate the 



implied value of time. The average shadow value in the sample was $2.54/hour with some 

negative values. The empirical analysis by Smith, et al. (1983) considers valuing travel time 

at both the full wage and one-third the wage rate. They found no clear evidence in favor of 

either choice. 

Several drawbacks are apparent with present approaches for valuing travel time. The 

proportions suggested by Cesario are based on commuter behavior, not recreational behavior. 

As suggested by DeSerpa (1971), recreational travel time may be viewed differently than 

commuting time and enter into utility functions differently. Labor-leisure tradeoff models 

produce a generic shadow value of time under certain assumptions. Even when the 

assumptions are valid, one may question whether the average shadow value of time 

specifically reflects the value of recreational travel time. Several theorists have suggested 

that links between the wage rate and the value of recreational travel time are difficult to 

establish (Smith, et al., 1983; Shaw, 1992). 

Using wages as a foundation for valuing travel time is problematic for many groups 

of individuals. The low wages of retired and unemployed recreators will probably be a poor 

basis for calculating the value of their time (Shaw, 1992). Ward (1983) suggests that the 

value of time for wealthy people and college students may not be a function of their wage 

rate. Many people can not marginally exchange time for money in a market situation. 

McKean, et al. (1995) found that only 19% of visitors to a Colorado reservoir could 

exchange time for income. 

Some economists have suggested using contingent valuation (CV) questions for 

estimating the cost of travel time. Shaw (1992) recommends supplementing travel cost 



surveys by asking the willingness to pay for an additional hour of a recreation activity. 

Wilman (1980) presents a lengthy CV survey which asks a range of questions regarding 

alternate possibilities and willingness to pay values. 

This paper introduces a quasi-experimental design which can infer the value of site- 

and activity-specific travel time as a function of preferences and socioeconomic 

characteristics. The design attempts to separate the influence of site quality from travel time 

and costs as factors which affect the utility derived from a recreational visit. Relatively 

straightforward CV questions are proposed as a mechanism to quantify these differences. 

Theory is developed which explores the validity of the approach under various assumptions. 

11. Theory 

This section develops a utility model for an individual visiting a recreation site, 

similar to the framework for random utility models (Freeman, 1993). The components of 

utility are categorized into quality effects, money costs, and time costs. The components of 

utility from visiting one site during a time period are compared to those of another site. 

Section III proposes a design which allows estimation of each component. 

Assume an individual has available time T where T is an individual choice occasion, 

such as a &y. This time may be spent either visiting recreation site 1, site 2, or in alternate 

leisure activities. Visiting either recreation site will necessitate a fixed travel time and 

money cost. It is assumed that individuals will not visit both sites during time T. Also, 

individuals visiting a recreation site may have time left for other leisure activities, such as 



leisure time at home. 

Suppose an individual considers the utility which can be obtained from spending some 

time at recreation site 1. This utility will be compared to the utility of visiting site 2. Using 

an additive utility function for illustrative purposes, if some time is spent at site 1 an 

individual will maxi&. 

Subject to: 

and 

where: 

U1 = Utility for a given time period T where some time is spent at recreation site 1 
V, = Recreation time spent at site 1 
TI = Round-trip travel time to site 1 
P, = Round-trip travel cost to site 1 
L, = Time spent in alternate leisure activities 
S, = Monetary savings 
M = Stock of money 
B = Value of recreational travel time. 

The model assumes that individuals can not trade time for money during time T. 

Both time and money are fixed and binding. Besides and a, the values of Tl,Pl, and B are 

fixed parameters of the model. The value of travel time is assumed constant. 

Define a Lagrangian with lambda as the shadow value of money and phi as the 



shadow value of time. The first-order conditions for maximization are: 

One can solve for S using condition 4 and then solve for lambda using condition 3. The 

remaining step is to solve for V1, L,, and phi using conditions 1, 2, and 5. Using conditions 

2 and 5, specify condition 1 as: 

One can then solve for V, in terms of known parameters. An individual will stay on-site 

until the value of leisure time in some other activity becomes marginally more valuable. The 

results suggest that the amount of time spent on-site is not a function of the out-of-pocket 

costs of a visit. Still, increases in the price will reduce utility by decreasing S and eventually 



cause an individual to not visit the site during time T. 

Define the indirect utility of an individual observed visiting site 1 as: 

This equation is viewed as a generalization of indirect utility from a random utility model 

(Freeman, 1993). Random utility models consider an individual's utility from visiting a site. 

The above equation fixes the time period, allowing for time to be spent in other leisure 

activities. 

Next, consider the utility one would get if some time were spent at site 2. A similar 

utility maximization problem can be defined to solve for V', G, and S;. Define the indirect 

utility for a visit to site 2 as: 

The difference in indirect utility between visiting site 1 and site 2 can be defined as: 

6 ,  (V,')~-S~(V;)~+~~(T~-T~) +6,[ (~1.)'-(L;)'] +SS[ (M-P~)~-(M-P~)%] ( 6 )  

Under certain conditions, this expression can be simplified. First, if the marginal utility of 

income is relatively constant between (M-PI) and (M-Pd, then utility can be written as a 

linear function of the price difference between the two sites. Since the price of a recreational 

visit is Likely to be small compared to M (available stock of money), the assumption of 

constant marginal utility of money within the price range of the utility maximization problem 



appears reasonable. 

The other simplifying assumption is that leisure time in other activities will be the 

same for both choice options. This would simplify the utility difference to: 

where lambda is the marginal utility of money. Equation (7) specifies the utility difference 

between visiting sites as three components. The first term represents the perceived quality 

difference between spending time at the sites. This value will vary across individuals. The 

second term is the value of the travel time differential and the last term is the price 

differential. 

Under certain conditions, equation (7) would be a reasonable representation of the 

utility difference. The value of T may be chosen to limit the potential for L. For example, 

if T is an afternoon and the recreational experience is a boating trip, then the visit and 

necessary travel should result in a negligible L. If travel time and activities are similar for 

the two sites, then on may expect that leisure time in other activities will be similar. If T, 

and T2 are significantly different, it may still be that b=L, because (V,+T,)=(V,+Td. 

This may be true if an individual wishes to spend a fixed amount of time away from home. 

The utility difference between visiting the two sites can be monetarized through the 

price differential. If the individual is observed preferring site 1, then P, can be increased by 

some amount, F, to set the utility difference to zero. At a price of (P, +F), the individual 

would be indifferent between visiting the two sites. Since utility can be defined in arbitmy 

units, set the marginal utility of income to 1 so B is the marginal utility of travel time in 



dollar terms. At the point of indifference, with L, =b, one can write: 

[ 6, (v,' ) "1-6, (v,' ) %] +fl (T2-TI) + [P2- (PI +F) ] =O 

The monetary value of travel time is now stated as a function of the individual components 

of utility. The next section describes how B can be estimated using a quasi-experimental 

design to estimate the quality effect through CV questions while controlling for travel time 

differences. 

III. Quasi-Experimental Design 

This section describes a simple scenario for implying the value of travel time. First, 

consider a pair of substitute sites as described above. A particular choice occasion is 

considered for a given recreational purpose, such as a fishing day trip to a reservoir. Define 

two sites available to individuals in community A. Assume that site 2 is further from 

community A than site 1. It is also assumed that quality for the given recreation experience 

is higher at site 2 than at site 1. Individuals from community A determine whether the added 

benefits of higher quality at site 2 offset the additional travel time and costs. As a result of 

the tradeoff, some individuals obtain more utility from visiting site 1 while others prefer site 



2. 

Suppose an individual prefers to visit site 1 for a particular recreation experience. 

The utility difference between visiting sites can be monetarized by the value of F in equation 

(8). It is proposed that the value of F can be determined using contingent valuation methods. 

First, a particular recreational activity is described to individuals in community A. Next, 

individuals preferences for site 1 or 2 are elicited. Then, the value of F asked using a 

question such as, "If the entrance fee at site 1 were raised X dollars, would you still prefer 

to visit site 1 or would you switch to site 2?". This type of question does not require an 

individual to quantify total willingness to pay. Instead, one only need state a willingness to 

pay differential, which should be easier to conceptualize. 

Once the value of F is obtained, most of the terms on the right-hand side of equation 

(9) can be calculated. Round-trip travel distances and time can be estimated using various 

computer programs, such as PCMiler software (ALK Associates, 1992). The values of P, 

and P, can then be calculated using vehicle operations costs. The unquantified term is the 

perceived quality difference between time spent at both sites. One way to value this function 

is to ask additional CV questions. However, such questions would likely be u~ealistic and 

difficult to answer. 

A method for isolating the value of the perceived quality difference is proposed by 

using data from at least one other community. The crucial criteria for the other community 

is that travel time to both sites is identical. Thus, visitors from the other community will 

make recreational choices between sites independent of travel time comiderations. Ward 

(1983) notes that an unbiased estimate of the value of travel time can be obtained by 



statistically holding travel time constant. Equal travel time between two sites surely exists in 

reality for many communities. This allows a quasi-experimental control rather than a 

statistical control. 

Consider a community B for which TI =T2 for all individuals. The assumption is 

made that factors which may affect the utility of travel between community B and the sites 

are constant. For example, the scenery along both trips is assumed to be similar and does 

enter into the choice process. 

The next step is to ask individuals in community B the same CV questions asked in 

community A. First, their preference for either site 1 or site 2 for a particular recreational 

activity (such as a day fishing trip) is established. Then, they are asked one or more CV 

questions to determine their perceptions of the quality difference between the sites. 

Suppose an individual in community B prefers site 2. The value of F,, is the 

minimum fee that would have to be charged at site 2 in order for that individual to switch to 

site 1. For such a visitor, a utility difference function can be defined similar to equation (8). 

Since T, =T2, F, can be defined as: 

Note that the parameters in equation (10) will vary across individuals. If the 

monetary travel costs are the same, then F,, is interpreted as the monetarized perceived 

quality difference between the sites. Even if travel costs differ, the monetarized quality 

difference can still isolated from equation (10). 

With a sample from community B, one can statistically estimate the value of F, (for 



individual i) as a function of socio-economic characteristics and preferences: 

Fbi = f i ( S i r M i r A i )  (11) 

A vector of socio-economic characteristics, Si, could include number of children, age, and 

education. Income, Mi, may also be an important factor. Attitude scales can be used to 

elicit a vector of preferences, A, for such factors as site crowding, scenic quality, and visitor 

facilities. An estimated regression for (11) using data from community B allows one to 

estimate the monetarized quality difference between the sites as a function of measurable 

variables but independent of travel costs and time. 

Next, the proposed approach assumes that the transfer of this regression equation to 

community A is valid. If the survey instrument in community A collected the values of all 

necessary independent variables, then the value of the perceived quality difference can be 

estimated by applying the regression equation (1 1) in community A. The value of B from 

equation (9) can now be estimated for each survey respondent in community A. 

IV. Discussion 

The method proposed in this article for valuing travel time has several desirable 

qualities. First, no assumptions are needed about the relationship between the wage rate and 

the value of travel time. The impact of the wage rate on B can be empirically tested. If 

wages influence willingness to pay differentials, then wages will indirectly affect the value of 

1B. One may find that other socio-economic characteristics, such as the presence of children, 



have more significant impacts of the value of travel time. 

Another feature of the approach is that the value of travel time can be calculated for 

different activities. For example, visitors interested in fishing may consider travel time less 

costly than those looking for a place to picnic. Values can also be broken down by length of 

visit. 

The hypothetical nature of the necessary CV questions mentioned in Section III may 

cause validity problems with the approach. However, the CV questions are relatively 

straightforward and market-based. Respondents do not need to think about hypothetical 

quality changes which may be difficult to conceptualize. Instead, they only need to 

contemplate changes in entrance fees. Well-designed CV questionnaires should minimized 

potential validity and reliability problems. The theory in Section I1 suggests that the 

questions need to be explicit about the description of the recreation experience and available 

time. Site preferences need to be established for trips of similar duration so the effect of 

other leisure activities (L) can be assumed to be minimal. 

The approach rests on the validity of a transferred equation. A similar issue, the 

transferability of benefits and demand functions, has been much discussed in the recreation 

literature (such as Loomis, 1992; and Brookshire and Neill, 1992). The validity of 

transferred equations can be improved if similar communities are chosen. Average values 

for various socio-economic variables from published data can be compared to assist in 

choosing communities. 

Communities with equal travel times between two sites may not be common. One 



possibility is to consider communities with equal travel time between recreation areas of one 

site. One should also try to control for extraneous influences on the recreational choice 

process, such as variations in the scenic quality of the trips. The geographical bounds of this 

design should be relatively homogenous. 

Estimating the monetary value of travel time remains an important issue in recreation 

demand analysis. The method proposed in this paper represents one possible avenue of 

research on the value of travel time. Conceptualizing different methods which explicitly 

estimate the value of travel time, such as the approach in this paper, seems to hold promise. 
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USING ACTUAL AND CONTINGENT BEHAVIOR DATA WITH DIFFERING 
LEVELS OF TIME AGGREGATION TO MODEL RECREATION DEMAND 

1.0 INTRODUCTION 

Public concern about anadromous fish species in the Columbia river system led in 

recent years to consideration of changing water levels behind the dams to enhance the ability 

of fish to migrate. Even without such consideration, changes in reservoir operations are 

possible under impending renewal of regional and international hydropower agreements. In 

both cases, federal operating agencies must comply with National Environmental Policy Act 

(NEPA) procedures, including preparing an Environmental Impact Statement (EIS) and are 

therefore studying the effects of water level changes on water-based recreation at several 

federal reservoirs and controlled downstream river stretches that are located throughout the 

Columbia River Basin. Our fundamental objectives are to: 

F predict how often individuals take trips to each of several federal waters 
(referred to as projects) under existing and hypothetical water levels 

F predict recreation values and subsequently predict changes in those values for 
changes in water levels at each of the projects. 

We derive these values in the context of a modern recreation demand, or travel cost 

model (TCM).2 Some studies investigate reservoir management issues that are similar to the 

ones faced here (Cordell and Bergstrom; Florida Dept. of Environmental Protection; Ward et 

al. 1989). In our approach we incorporate the project's water level as a key destination 

characteristic (Morey), allow for substitution (Kling), use contingent behavior (Cameron 

1991), and correct for possible bias from individuals who do not respond to the survey or do 

not take any trips to recreation destinations under consideration. Our model is made more 

For recent reviews of recreation demand modeling see Bockstael, McConne11 and Strand (1991). 
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appropriate for application to the general recreator population by combining census data for 

origin 5-digit zip codes with our sample data. 

We combine data that has a time dimension to it with data that vary across individuals 

and projects (known as cross sectional data). We use data on actual recreation trips for May, 

June, July, and August of 1993 combined with actual water levels for each of these months. 

Few recreation studies we know of attempt to combine this "time series" data with cross 

sectional data in a model (an exception is Cole et al.). 

2.0 SAMPLE, DATA, AND KEY MODELLING CONSIDERATIONS 

The recreation model we develop is used to estimate monthly demand for nine 

specific federal waters in the Columbia River basin. We estimate the model using data 

collected using a mail survey questionnaire mailed in the fall of 1993.3 The sample includes 

recreators, as well as members of the general population of the Pacific northwest (PNW), 

whose addresses were obtained from a telephone directory. It also includes an oversampled 

pool of residents from counties adjacent to the federal waters considered for the analysis, 

recreators intercepted while at the federal waters and asked to participate in the study by 

mailing in a postcard containing their address, and willing volunteers from an earlier survey 

effort (Callaway et al. 1993). Defining the sample this way may lead to possible biases, and 

these are considered in Section 4.1, below. 

The data collected include information on the household's 1993 actual water-based 

recreation trips and the regional destinations for those trips, specific information about the 

household's typical trip to regional projects, responses to two hypothetical behavior 

Details are provided in a report (Callaway et a1 1995) or in a much longer version of this paper (Cameron et al. 
1995). 



questions, and the usual household information. 

As compared to other water-based recreation, there are several unusual features of 

Columbia River basin recreation at these federal waters. These, and our handling of these 

features, are as follows. 

Water Level Data Problems 

Some of the water levels that will be analyzed represent drastic departures from the 

water levels that prevailed during 1993 (our survey season). Observed water levels, measured 

as monthly average summer levels at various projects, are used to explain monthly demands. 

However, these water levels often move up and down together. Collinearity between water 

levels at some projects is so strong that using the actual trip data alone resulted in very 

serious multicollinearity  problem^.^ We resolve the difficulties associated with the observed 

water level data by including contingent behavior (CB) questions (Cameron 1991; Englin and 

Cameron 1994) in the survey, coupled with computer-enhanced photographs and graphical 

and verbal depictions of possible water level  change^.^ An individual is allowed to state that 

he would, would not, or does not know if he would take a different number of trips to each 

regional project under the hypothetical, versus the actual water levels in 1993. If he would 

take a different number of trips, he is asked how many more or fewer trips he will take to 

each regional water. This increases the amount of independent variation in the water level 

data because no two projects were treated identically on two or more survey versions. 

As a preview, this multicollinearity was evidenced by its classic symptoms, namely drastically changing parameters 
as alternative water levels are dropped in and out of the model, and insignificance in the "ownn water level when 
accompanied by these alternatives. Further, simple correlation coefficients showed evidence of a strong linear positive or 
negative relationship between water levels in several instances. For example, the correlation coefficient for actual water 
levels at Albeni Falls and Hungry Horse is .98. Using the hypothetical levels posed in the questions for version 1 and 
coupled with the actual water levels decreases this correlation coefficient to .26. 

A copy of the survey insert, including the color computerenhanced photographs is available on request. Thanks go 
to Matt Rae and other key ACE members for these photographs. 



Large Number and Variety of Recreation Destinations 

Our model must be able to predict the total number of trips to destination 

(whether reservoir or river), so that reallocations of visits due to water level changes can be 

examined at each federal project. AU trips for boating, shore use, etc., not just trips for a 

given recreation activity like fishing, must be considered. 

We handle the substitution between projects by assuming that survey respondents 

choose a destination from a set of nearby projects, with the water level at the destination and 

other projects taken into consideration according to their importance in choosing a 

destination. We collect trip information to each of the nearby projects and to "all other" 

waters in the same region as the individual's re~idence.~ The responses are pooled together 

across regional versions of the survey so that the demand for a project can be estimated as a 

function of responses and characteristics of all the individuals in the sample who had an 

opportunity to report a trip to that project. Last, to accommodate different types of 

recreation, we use intercept dummy variables for the type of recreator each individual 

appears to be (holder of fishing license, boat owner, or both). 

Sample versus General Recreator Population 

Our sample contains individuals who were randomly selected from the general 

population because we wanted to address the issue of "whon was in the set of impacted 

individuals right from the start. Some individuals did not return their surveys, and the 

nonrecreators in our sample may have been less likely to return the survey than people who 

visited the projects. We adjust for differences between the general population and those 

individuals who return the survey by combining 5-digit zip code census data for origins with 

An earlier survey effort indicated that the vast majority of trips that are taken by those that live in the Colwibia 
River basin are to nearby, or regional waters. 



the rest of the data to estimate the probability that an individual responds to the survey. This 

probability is then used to make a rudimentary selectivity correction in the recreation demand 

models via incorporating the usual Inverse Mills Ratio (ZMR) (Heckman 1976). 

3.0 THE THEORETICAL DEMAND MODEL 

The approach taken here is a two stage heteroscedastic model of average summer 

season (May through August) monthly demand (trips) for a project, corrected for survey 

response bias.7 A separate demand equation is estimated for the remainder of the season. 

This rest-of-year demand is incorporated solely in order to "complete" the set of 

disaggregated monthly demands and thereby to facilitate combining the monthly data and 

annual data employed in this study. It is not considered to be of independent policy interest. 

3.1 The Basic Model 

The model is laid out with the following notation: 

Let X = vector of individual-specific socioeconomic determinants of demand (including 
travel costs) that do not vary over time during the summer months (see Appendix, 
available from the authors, for details on travel costs or prices) 

Z, = vector of socioeconomic or other determinants of demand that do vary over time 
during the summer months 

W, = vector of monthly water levels at all nine main waters in each of May - August. 

Let monthly demands (q9 be expressed as: 

qt = X'P, + &'P, + Wt'& + et, t = May, June, July, August (1) 

A similar approach to ours, with a focus on water level changes at several different reservoirs was implemented by Ward 
(1989). In Ward's application however, the water level change modeled is a totd removal of water, which is actually simulated 
by changing the site price until zero visits occur at the site. Our approach differs mainly because we examine less severe 
reductions (and increases) in water levels using a water level variable within the model. 



Let rest-of-year demand (qJ be expressed as: 

9r = Xr'yx + ER 

This specification is used because off-season water levels are not available. Actual annual 

1993 demand (d can be expressed as: 

qT = (X9Px + Z5'PZ + W5'flW) + monthly demands 

(X'PX + Z6'Pz + W6'Pw) + 

(X'PX + G'PZ + W7'PW) + 

(X'PX + &'Pz + Ws'Pw) + 

@r'73 + off-season demand 

E ~ ,  T = A, B, C annual residual 

For T = A, we have actual annual demand. We also have analogous contingent annual 

demands from the two contingent behavior questions, denoted q, and qc. 

3.2 Adjustments in the Basic Theoretical Model 

Note that we do not have trip or water level information on a month by month basis 

for any but the summer months. To be able to express pnual demand as a function of 

average swnmer water levek we divide the summer water levels by 4, or: 

Because of this data availability, we need to use qJ4 for actual 1993 annual demand (and 

q,/4 and qc/4, analogously). 

Annual demands can therefore be expressed as a function of EWJ4 



The simplification of the first term is possible because X is time-invariant. 

The same holds for q$4 and qJ4. Thus, the same parameters, @,, P,, P,, yx can be made to 

appear in all eight demand equations available for each re~pondent.~ Arrayed similarly, the 

correspondences between the parameters are clear. The four monthly observations are: 

= X t B X  + 2s' bz + WS'BW + O'Y. + €51 

q6 = X t B x +  z6' B z  + w6' $w + OtYx + €61 

q 7  = X'Bx + 27' Bz + W7'Bw + O'Y. + €71 

q8 = X t B x +  28'Bz + W8' BW + O t y x  + E8. 

The rest-of-year obsewations are: 

qR = 0.B. + O'BZ + o tbW + &'Yx + €R* 

and the three annual observations are: 

I = X t B X +  (CZI/4) 'Bz+ (CW1/4) 'Bw+ ( & / 4 ) ' y X +  ~ ~ 1 4 ,  

%/4 = X'B, + (CzI/4)'B, + (CWI/4) 'Bw + ( & I 4 1  'Y, + ~ ~ 1 4 ,  

~ / 4  = X'B, + (CZt14) 'B, + (Cw1/4) 'Bw + (Xr/4)  'Y, + ~ ~ 1 4 .  

The fact that summer monthly plus rest-of-year demands must sum to annual demand places 

strong restrictions on viable functional forms for the demand equations: they must be linear 

in q and linear in parameters. Note also that the information in a14 is redundant with that 

in Q through q, plus G, so q, data will be dropped from the estimating models. 

Some respondents, who declined to answer the contingent behavior questions, have only six pieces of demand 
information each. 



4.0 EMPIRICAL MODEL 

In this section we discuss how the theoretical model is recast so that it can be 

estimated. To begin we discuss corrections for nonresponse bias. Following this, we 

discuss the empirical specification for the two stage recreation demand model. 

4.1 Survey ResponseINon-Response Model 

This section addresses potential non-response bias. We correct for selection bias by 

respecifying the recreation demand model to reflect the fact that we only have information 

for the individuals who returned the survey. We do this by adding two preliminary probit 

models which explain the probability that the individual returned the survey questionnaire, 

estimating the ZMR, and including this variable in the recreation demand model. 

This responsdnon-response model estimates the probability that an individual returns 

the survey as a function of: 

5-digit zip code data from the 1990 Census--merged according to the zip codes 
on the full intended sample. 

b distance data from intended sample zip codes to the various waters considered 
on each version of the survey 

a variable that indicates the survey sample strata from which the individual is 
drawn. 

This survey return model yields the responsdnonresponse IMR: 

where Yi is a vector of the explanatory variables (these are enumerated in Table la  and lb), 

and * and 4 are the cumulative distribution function and the probability density function for 

the standard normal evaluated at the values of the independent variables. 

We use the IMR variables from the response/nonresponse models for the actual and 



the contingent demand information as additional explanatory variables to control for 

heterogeneity in the propensity to return the survey. As will be seen, these are sometimes 

important determinants of recreation demand. We have not before seen a more complete 

attempt to adjust for survey return bias in a recreation demand model. As such, we have 

made an attempt to control for the bias that stems from the sample strata the individual is 

from, as well as other factors that contribute to their retunzing the survey. 

4.2 Two-Stage Empirical Specification 

We estimate project demand in two stages. In the first stage the probability that the 

individual recreator takes positive trips to a particular project j is estimated. Because a 

recreator can take trips somewhere other than to any one particular project, his zero trips 

will not enter into the second stage. In the second stage, the continuous model of trip demand 

for project j is estimated, conditional on an individual having taken a trip to project j. This 

specification is somewhat like a common maximum likelihood estimation (MLE) Tobit 

Model, genedized to allow for two different indexes: 

G'B, is the G vector of variables and their parameters explaining the zero- 
tripslpositive-trips choice 

H'B, is the H vector of variables and their parameters explaining the number 
of positive trips 

However, we are not estimating a tobit model in the sense that negative predicted trips would 

have their densities moved to, or placed at zero. The probability of taking a positive number 

of trips is @(G'Bg). Thus, the IMR for positive trips is: 

The expression for expected trips, given that positive trips are taken is H'B,. The expression 



for unconditional expected trips is therefore:. 

For the G'P, index that determines zero versus positive trips, the variables and parameters in 

the model are: G = (X, Z,, W,, %)and Bg = (P,, B,, P,, y3. Descriptions of the elements of 

the variable vectors are presented in Table 2. X may include the price (travel cost) to the 

own project and alternatives, and income. Z, includes a summer month dummy variable and 

an index of the tendency to take trips in some particular months, calculated using average 

trips from data for the northeastem U.S .9 

For the monthly observations: 

And, for the rest-of-year observations: 

Similarly, for the annual observations: 

For the H'Bh index that determines number of trips, given trips are positive, the expressions 

are analogous. This specification allows H f G, 0, # Pg, which is more general than 

would be true in the traditional tobit specification. 

We thank Dr. George Parsons for providing estimates of the total number of trips by month from his New England 
recreation data set. We use these estimates to proxy the unobservable tendency to take a trip in June, July, etc., and note 
that this variable will not be correlated with water levels in the Columbia River basin. 



Correction for Heteroscedasticity 

Note that the error terms will be heteroscedastic due to the presence in the estimating 

specification of data at three different levels of time-aggregation: monthly, rest-of-year, and 

annual. The correction for heteroscxdasticity is fairly general when viewed in the context of 

the estimation method, and both are discussed in the next section. 

5.0 ESTIMATION METHOD 

Though we are not estimating a Tobit model, it will facilitate discussion of the 

estimation method to review a conventional Tobit log-likelihood function under 

homoscedasticity. Let Ii = 1 if qi > 0, & = 0 if qi = 0. With a single index this function 

is: 

-(1/2) (log(2u) + log 4 + [(qi - G9/331/4 1 

Heteroscedasticity across the three different data types (i.e. monthly, rest-of-year, and 

annual) and the use of two different indexes, G'Bg and H'B,, complicate the estimation so 

that we cannot use the above equation to estimate the model. Instead, we use a two-stage 

Heckman-type model.1° The two-stage estimation process is: 

lo As will be seen below, we are investigating the differences in use of a full-information maximum likelihood 
approach. 



STAGE 1: Heteroscedastic Probit (monthly, rest-of-year, annual variances) 

max log 3 = Z h l o g (  ~ ( G ' Q  + (1 - IJ log( 1 - a ( ~ ' f i ~ )  
Bg,6,,& + Xf & log{ +(G'figlexp(Q) ) + (1 - Ii) log( 1 - O(G'figlexp(6J) ) 

where C: signifies the sum over all monthly observations, Cf signifies the sum over all rest- 

of-year observations, and CT signifies the sum over all annual observations, both actual and 

contingent. The error standard deviation for the monthly data is normalized to unity (or, 

equivalently, fig is actually fiilu,). Defining the indicator variables D, = 1 for rest-of-year 

data, 0 otherwise, and DT = 1 for annual data, 0 otherwise, allows the index to be 

generalized to G'fig/exp(6,D,+6$T). From this, we save the fitted inverse Mill's ratio, X, 

= 4( G'PJ~XP(~P,+ &DT) 1 [I-@( G'fig1exp(6P,+&DT) 11. 

STAGE 2: Use LIMDEP heteroscedastic Tobit algorithm on Q& those observations with 

positive trips (equivalent to OLS estimated by maximum likelihood11): 

max log 3 = z., -(I121 (log(2.r) + log($exp(6Pr+-)) 

where H now includes X, (interacted with dummies for monthly, rest-of-year, and annual 

data types), and the usually constant $ is generalized to differ across the three data types to 

l1 While there are no 1=0 limit observations in the log-likelihood function in (I?, we use the tobit procedure in 
LLMDEP for the second stage because this algorithm conveniently allows for heteroscedastic errors and permits us to take 
advantage of the higher-level language of W E P .  The one problem with relying on this packaged algorithm is that the 
LIMDEP output for this second stage reports t-test statistics that do not correct for the presence of estimated regressors 
(the X, variables). While we report the t-statistics from the LIMDEP output, we note that these are derived from a 
variance-covariance matrix that is not strictly correct. 



accommodate the fundamental heteroscedasticity in our data. 

It is straightforward to program a full information maximum likelihood algorithm that 

allows simultaneous estimation of the two sets of slope and intercept parameters, fig and fi,,, 

as well as the conditional heteroscedastic error variance parameters, &, &, a, a:, and G, as 

well as the correlation between the latent probit dependent variable and the observed 

continuous trips variable (given tips are positive). This correlation parameter is p. We 

have programmed such a log-likelihood function for the case of Water 7 (Lower Granite 

Lake), using the converted two-stage point estimates as starting values. However, we have 

not yet managed to achieve convergence in this optimization.12 

6.0 DERIVATION OF WTP (APPROXIMATE CONSUMER'S SURPLUS) 

An individual's WTP to bring about a change in water levels can be defined in terms 

of expected consumer's surplus.13 The formula for consumer's surplus for an individual 

facing a change in water levels is: 

where Q* ( . ) is the observed demand at initial water level W, and, conditional on E, and Wl 
is the water level after the change. 

Because of complexities associated with actually calculating this E[CS] for each 

individual and for every water level change that needs to be considered, we actually 

l2 This algorithm ran under GQOPT on a UMX system. The initial DFP portion of the optimization, with a 
convergence criterion of lo4 ran for an elapsed time of 8 days without convergence, although these were "good" iterations. 
We are exploring reduced specifications with the intent of assessing the distortions in the parameter variance-covariance 
matrix from using the two-stage method. It is unlikely that we will be able to pursue FIML estimates for all parameters 
for all specifications in this study with our current computing hardware. 

l3 It is expected consumer's surplus because of the stochastic nature of r .  This is not uncommon in modern recreation 
demand modelling (eg. Hellerstein 1992). 



approximate E[CS] for a given water level by estimating the area under unconditional 

expected trip demandfunction from individual observed price up to individual choke price. 

To derive E[CS] for a change in water levels, we do this over again for a different 

water level and subtract the difference between the two areas to estimate the E[CS] for the 

water level change. The choke price is determined by solving the portion of the demand 

formula not including the inverse Mill's ratio terms for the price axis intercept (the choke 

price will be at least this much) and then switching to the full demand formula and 

incrementing price upwards in intervals of .001 until quantity demanded becomes 

negative. l4 

Recall from above equation that unconditional expected trips are: 

The own-price of a trip (travel cost) appears non-linearly in several places in the expression 

for E[d, namely in the vectors G, H, and the IMR, and in each of the XQ terms. There are 

three different pa coefficients on the three X, terms, because the value of a, although not 

identified by the second stage parameter values, will differ across the three heteroscedastic 

data types. 

Hellerstein (1992) notes that numeric techniques are required to solve the integral 

required for E[CS]. This is due to the fact that @ and Q have complex mathematically 

nonlinear forms that depend on the values of the parameters and the independent variables. 

l4 It is technically possible to solve for the "zeros" of the demand function for each individual, using an algorithm 
that minimizes the square of quantity demanded as a function of price. However, this strategy proved too computer- 
intensive to allow simulations to be completed in any reasonable amount of time. We have settled for a close 
approximation to the true choke price for each individual (based on their estimated demand function). Since all individual 
demand functions are constrained to have the same slope with respect to price, this approximation should be comparably 
close for a l l  observations. 



An explanation of how we dealt with this issue is elsewhere (Cameron et al. 1995 or 

Callaway et al. 1995). 

7.0 RESULTS I: COEFFICIENT ESTIMATES 

We obtained coefficients for the basic probit model of survey response, the probit 

models for the participation decision at each of the nine projects, and the continuous 

heteroscedastic models for each of these nine projects. Because presentation of all of these 

coefficients would be tedious (there are four sets of probit survey response results and pairs 

of model estimates for each of the nine projects), we summarize the results below.'' 

7.1 Survey Response/Non-response Model 

Tables la and lb give the parameter estimates for the two probit models that were 

estimated for each of the four regional survey versions. The models reported in Table la 

capture the effects of different sociodemographic, distance, and Census zipcode data upon the 

respondent's probability of responding with revealed preference information sufficient to 

allow their responses to be included in the estimating sample. Table lb uses identical 

variables to explain the probability of responding with contingent preference information 

sufficient to allow these responses to be included in the estimating sample. Two separate 

probit models were estimated for each region because noticeably more respondents provided 

revealed preference than contingent preference data. We assume, for expedience, that the 

processes leading to actual (versus contingent) response completing are independent. (In 

reality, they are probably not.) 

Scrutiny of Tables la and lb will reveal that we have not strived to determine the 

'' All coefficient estimates are available in Callaway et al. 1995. 



most parsimonious specification for each probit model. Multicollinearities do exist between 

some of the explanatory variables, so we are not relying entirely upon individually 

statistically significant t-ratios to drive our specifications. Maximizing "fit" is relatively 

more important in this context. Variables that tend to be significant determinants of survey 

response included the distance to the project, the survey sample strata group, and various 

demographic variables. In cases where we had priors on the sign of the variable, all 

variables had the expected influence on the probability of returning the survey questionnaire, 

except in a few instances. For some of the distance variables, the further the respondent 

resides from that particular water, the more likely the individual was to return the completed 

survey questionnaire.16 One possible reason for this counter-intuitive result is that being far 

from one thing usually means being close to something else. Being far from some of our 

waters is correlated with being close to some heavily populated areas (most likely the 

Portland, Oregon area or Seattle, Washington area). Distance from some waters could be 

correlated with other characteristics that increase or decrease the probability of survey 

response in a manner not captured by our other control variables. 

Several variables associated with income and affluence were examined in these 

models. In the Region 4 survey response model, the proportion on public assistance income 

had a negative influence on returns, but its influence was not individually significant in the 

other models. Median zipcode income was significant in three of the four survey response 

models, but had a negative influence on return in two of these models and a positive 

influence in one. These findings may simply be an artifact of multicollinearity among the 

various sociodemographic variables. It is plausible that high income individuals have too 

l6 Note that the identities of waters 1 through 4 (if applicable) differ across regions in Tables 4a and 4b. We could 
assign each water a number from 1 to 9 as in most of this study, but this would increase the empty space in these two 
tables. 



high a marginal value of time to return the survey, but also possible that high income 

individuals are more likely to take interest in an outdoor recreation survey. Last, the median 

house value, which may be correlated with real wealth, had a negative influence on returns 

in versions 2 and 3. 

Of the urban composition, racial and ethnicity, education, and other socio- 

demographic variables tried, various ones had some significance in some of the models, but 

there is no overwhelming clear trend in these. 

The IMRr derived from these probit models (appropriate to each type of data--actual 

or contingent) are included as additional explanatory variables in both stages of the recreation 

demand model below. These "estimated regressors" allow estimation of a coefficient that is 

the product of (i.) the error correlation between the sample selection process and the demand 

equations conditional on presence of an observation in the estimating sample and (ii.) the 

error standard deviation in the estimated demand equations. We are not able, with current 

estimation technology, to readily estimate these preliminary sample selection probit models 

simultaneously with the two parts of the demand model. To do so would require algorithms 

to evaluate a multivariate normal cumulative density. While simulated moments techniques 

are available, our specifications are rather too highly parameted  to make such estimation 

economical. 

7.2 The Demand Model: Heteroscedastic Probit First Stage 

Our demand modelling utilized a sample limited only to respondents who reported 

taking at least some trip to some water during the recent season. This could be one of the 

Federal projects or any one of the "other waters." Thus the modelling exercise is limited to 

current active users of surface waters in the Pacific Northwest. Given that almost no 

respondent who did not take trips during the season under actual conditions was induced to 



take trips under the contingent scenarios, it was judged unlikely that modelling the overall 

participationlnonparticipation decision would be very informative. Instead, for this group of 

general water users, we focus on the distribution of their trips among the different waters in 

the regional choice set. Any specific federal project will have many water recreators with 

zero trips to that particular water, but these respondents will have reported at least one actual 

or contingent trip to some other water. 

Tables 3a, 3b and 3c present the results of the demand modelling exercises. Each 

sub-table gives estimates for each of three waters (Table 3a: Waters 1,2,3; Table 3b: 

Waters 4,5,6; and Table 3c: Waters 7,8,9). For each water, there are two columns of 

results. The fist column is a probit model to predict whether the respondent took any trips 

to that water. The second column is the Tobit portion of the model, to be discussed below. 

The basic variables that were considered as explanatory variables are listed and defined in 

Table 2. The key results here are that the own prices were negative and significantly 

different from zero in a l l  models except a few, and the own water level variable was most 

often positive and significantly different from zero. The cross price and cross water level 

terms are mixed in sign and significance, painting no clear picture of the importance of 

alternatives in each of the project participation models that is estimated. For example, for 

the Lake Roosevelt participation model, Pend Oreille and h e r  Granite may be substitutes, 

as indicated by the cross price terms, but if the water level at Pend Oreille increases, 

participation at Grand Coulee also increases. This unusual effect may be due to collinearity 

between actual water levels at each water. The actual historical water levels are sometimes 

highly correlated across waters. The contingent scenarios untie these correlations in some 

instances but not in all. To have used the contingent scenarios to completely orthogonalize 

the various water levels would have been extremely helpful to the empirical analysis, but the 



costs of the computer simulated color photographs and the logistics of multiple survey 

instruments for each region hindered our ability to achieve this goal. 

The non-price and non-water-level variables-income, the water-based activity dummy 

variables (fishing license, boat ownership, or both), the seasonal visitation rate control 

variable--are most often of the expected sign, but the significance of them varies from water 

to water. 

7.3 Demand Model: Heteroscedastic Tobit Second Stage 

The set of candidate explanatory variables in the second stage models are essentially 

the same as for the first stage models, except we include the &, a, and A, inverse Mill's 

ratio terms from the first stage heteroscedastic probit participation model. These results are 

again quite mixed. Of most interest is that while the prices and own water levels often have 

the expected sign and are significantly different from zero in the first stage models, these 

variables are seldom significantly different from zero in the second stage models. Own-price 

is negative and significant in the Pend Oreille and Hungry Horse demand equations only. 

This indicates that the major influence of these variables may be in the participation decision 

itself; once an individual decides to visit a water, he pays little attention to the price and 

water level in determining the frequency of his monthly visits. 

The cross price and cross water level terms are also again mixed in sign and 

significance. The usual expectation is that of substitution among waters, and the models 

indeed identify some substitutes. A negative price, or positive water level coefficient on an 

alternative water may indicate some complementarity. Such complementarity is unlikely 

unless it is an artifact of multiple-site trip taking, but we do not distinguish between single 

and multipledestination trips in our models. 



8.0 RESULTS 11: EXPECTED TRIPS AND CONSUMER'S SURPLUS 

Expected average trips and consumer's surplus can be calculated for baseline actual 

1993 water levels and then for any change from these baseline levels to some hypothetical 

water level. They can also be estimated for any set of water levels that one wishes to 

examine. As part of the overall project for the federal agencies, we considered several of 

these hypothetical levels, usually pegged to some system operating conditions or "strategies" 

(SOSs) that might be part of the scheme to flush the salmon smolts out to the ocean. We 

examine two strategies below, a "recreation" and "fishery" strategy. The former essentially 

tries to enhance recreation opportunities by filling reservoirs by the end of June, maintaining 

the pool at full through the end of August. These conditions are more or less considered to 

be "optimum" recreating conditions at reservoirs. The latter strategy is aimed at assisting 

downstream fish migration and enhancing flows for spawning. 

8.1 Expected Trips and Changes in Expected Trips 

For each of the nine projects, we estimate expected monthly trips for a given water 

level. For the nine projects, the predicted expected average monthly number of trips under 

conditions in 1993 (our "baseline") is sometimes quite small, for example varying from .5 of 

a trip in May to 1.06 trips in August for Pend Oreille. For all the projects, expected average 

trips are lowest at John Day (.09 in July) and highest at the Kootenai River (1.7 in July). 

Comparing expected trips under the recreation and fishery strategies, one basically 

can see the average expected trips decline at all nine projects, as would be expected. For 

example, assuming water levels are consistent with the average levels over the past 50 years, 

but controlled to enhance recreation, the expected average trips at Hungry Horse in June is 

.807. Under the same conditions except changed to the fishery strategy, expected trips fall to 

.44, about half. 



The number of expected trips falls with changes in water levels under the fisheries 

strategy, but in some cases not by a significant amount. As another example, expected trips 

at Dworshak Lake for the recreation strategy, again otherwise assuming the 50-year average 

water level conditions, is 1.367 for July, and 1.186 under the fisheries strategy. 

8.2 Expected Consumer's Surplus 

Average expected consumer's surplus is calculated first for the baseline actual water 

level in 1993. The average expected monthly consumer's surplus for baseline conditions in 

1993 can be interpreted as the expected monthly WTP rather than do without the water, 

given the 1993 water levels. For all nine projects, this number is reasonable, varying from 

about $13 (each summer month) for Lake Koocanusa, to $99 (August) for Lake Roosevelt. 

These monthly welfare amount. cannot easily be compared to other welfare calculations 

because those are usually annual or "per-trip" measures. A range of the value "per outing" 

for water-based recreation is from about $20 to $60, with some estimates being higher for 

recreation such as fishing for salmon in Alaska. This would suggest that our estimates of 

monthly WTP are low because of course, many expected trips are predicted per month. 

However, many of the per-trip or per-day values are not estimated in a probabilistic model, 

and thus are not "expected" welfare measures; we often know in other models that the 

individual actually took a trip. 

We also estimated average consumer's surplus for the recreation and fisheries 

strategies in order to contrast these. Assuming the 50-year average levels pertain, the July 

average expected consumer's surplus for Hungry Horse under the recreation strategy is 

approximately $72. Under the fisheries strategy, this falls to $40, slightly more than half the 

monthly WTP under optimum recreation conditions. For other projects at other times during 

the summer, this change is not so dramatic, which is due to different estimated demands, as 



well as different water level conditions for specific projects. 

9.0 CONCLUSIONS 

This research demonstrates that making a rigorous attempt at correcting for survey 

response bias seems to matter a good deal in models for most of the destinations we 

considered. In addition, we show that there may be an advantage in contingent behavior 

responses over contingent valuation ones in sorting out answers that are indicative of 

problems on the part of the respondent (see Cameron et al. 1995). In the context of 

modelling river basin changes, contingent behavior responses may be critical information, as 

there is so much multicollinearity between water levels at various places in the basin. 

We have offered a model that explains how behavior and values change in response to 

a wide variety of water level changes. At the outset, it is not absolutely clear whether water 

levels at reservoirs really matter in determining participation at, and frequency of trips taken 

to various federal reservoirs and rivers in the Columbia River basin. Based on our analysis of 

the data collected for this study, we conclude that water levels at a water (the "own water 

level") do strongly contribute to the probability that an individual will visit a federal water at 

all. Perhaps of not great surprise, this influence diminishes in the model that explains the 

frequency of trips taken. 
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Table la 

PROBIT MODELS FOR NON-RESPONSE SELECTIVITY-CORRECTION INVERSE MILLS RATIOS 
(MODELS FOR PRESENCE OF ACTUAL, TRIP DATA) 

VARIABLE REGION 1 REGION 2 REGION 3 REGION 4 VARIABLE 
NAME n = 1428 n = 1432 n = 2092 n = 1994 DEFINITION 

oneslzeros 5471881 5131919 7461 1346 74411250 

HAVDIS 0.19206 5.7959 8.0259 9.9026 = 1 if distance data available; else 0 
(0.65561) (3.1639)** (2.6931)** (1.901 I)* 

HAVOTH 0.24815 -3.2686 -4.3770 -6.2987 = I if distances to other waters available: else 0 
(0.78298) (-1.4121) (-1.3046) (-1.1874) 

HAVCEN 0.50775 -0.75287 0.20172 0.47260 = I if census data available: else 0 
(1.3295) (- 1.6799)* (0.65698) (1.3083) 

P2 -0.56670 -0.607658-01 -0,10002 -0.354178-01 = I if population 2; else 0 (adjacent counties) 
(-1.4236) (-0.18389) (-0.36880) (-0.88460E-01) 

P3 0.31880 0.24967 0.20273 0.32775 = I if population 3; else 0 (Phase IA) 
(2.3157)** (1.9083)* (2.3221)** (3.05 19)** 

P4 0.17700 0.38767 0.75925 1.4569 = I if population 4; else 0 (postcard sample) 
(1.2322) (1.9590)* (4.6284)** (2.4525)** 

P5 -0.77836 -0.716488-01 0.20678 0.15327 = I if population 5; else 0 (Canada) 
(-2.4479)** (-0.304878-01) (0.70899841) (0.298538-01) 

DISTl 0.76007 -0,153268-01 -0.22106 -0.75003 distance to water 1 
(3.8209)** (-0.47627E-01) (- 1.2452) (-2.1654)** 

DISTZ 0.158868-01 -0.75630 -0.15698 0.38345 distance to water 2 
(0.61097) (-1.0439) (-0.68196) (0.39464) 

DIST3 -2.3938 0.39958 -0.92492841 -0.75754 distance to water 3 
(-5.0610)** (0.60302) (-0.63125) (-0.71607) 

DIST4 1.6753 0.16275 0.11441 distance to water 4 
(4.7493)- (1.3345) (0.28733) 

MIN l 1.3097 -0.59206 0.62133 0.63910 distance to nearest other water 
(2.6203)** (-1.6082) (1.1583) (0.74619) 

MIN2 -0.46023 1.3676 -0.508878-02 -1.5657 distance to second nearest other water 
(-0.37122) (1.8142)* (-0.10216E-0I) (-1.3919) 

MIN3 -3.5558 0.55804 -0.54104 1.6235 dismce to third nearest other water 
(-3.2208)* * (0.99268) (-0.70657) (2.2916)** 

MIN4 -0.15599 -1.6106 -0.433928-01 -0.68595 distance to fourth nearest other water 
(-0.16529) (-2.4703)** (-0.11 324) (-0.79962) ................................................................................................... ---- ----- , 
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Table I b 

PROBIT MODELS FOR NON-RESPONSE SELECTIVITY-CORRECTION INVERSE MILLS RATIOS 
(MODELS FOR PRESENCE OF CONTINGENT TRIP DATA) 

VARIABLE REGION 1 REGION 2 REGION 3 REGION 4 VARIABLE 
NAME n = 1428 n = 1432 n = 2092 n = 1994 DEFINITION 

oneslzeros 38811040 36211070 48011612 46311531 

HAVDIS -0.11081 3.7908 9.1345 3.8765 = I if distance data available; else 0 
(-0.35529) (2.6406)** (0.81051E-01) (1.4 132) 

HAVOTH 0.21367 -1.2880 -5.1020 -1.6757 = 1 if distances to other waters available; else 0 
(0.6691 8) (-1.1958) (-0.60290E-01) (-0.81229) 

HAVCEN 0.55526 0.394208-01 -0.3795OE-02 0.33071 = 1 if census data available; else 0 
(1.2422) (0.785588-01) (-0.3 1568E-01) (0.83825) 

PZ -0.19400 0.22826E-01 0.47629E-01 0.356638-01 = 1 if population 2; else 0 (adjacent counties) 
(-0.46454) (0.662598-01) (0.1 6602) (0.84455E-01) 

P3 0.15525 0.29310 0.99407E-01 0.12092 = 1 if population 3; else 0 (Phase 1A) 
(1.0163) (2.1762)'. (1 . M I )  (1.0416) 

P4 0.22938 0.59124 0.65270 0.67675 = I if population 4; else 0 (postcard sample) 
(1.4883) (2.9344)** (3.9663)** (1.2054) 

P5 -0.50976 0.53861 -4.6319 - 1.0760 = 1 if population 5; else 0 (Canada) 
(-1.5089) (0.48933) (-0.54737841) (-1.5512) 

DISTI 0.56875 -0.37506 -0.2571 1 -0.49795 distance to water 1 
(2.8518)** (-1.1294) (-1.4806) (-1.7122)' 

DISTZ 0.1 1934 -0.33033 0.89893E-01 0.48583 distance to water 2 
(3.9794)- (-0.44338) (0.48033) (0.45 150) 

DlSn  -2.0713 0.32897 0.25313 -0.58558 distance to water 3 
(-4.5736)** (0.49036) (I ,5799) (-0.49977) 

DIST4 1.5746 0.21034 0.26921 distance to water 4 
(4.6357)** (1.6949)* (0.67650) 

MINI 1.4648 -0.43656 -0.24237 -0.71304E-01 distance to nearest other water 
(2.6977)** (-1.1298) (-0.4391 1) (-0.79093E-01) 

MIN2 -3.2871 1.4567 -0.44860 -0.28539 distance to second nearest other water 
(-2.4661)** (1.7985)* (-0.86074) (-0.237U2) 

MIN3 -0.52187 -0.28522 0.50755 0.80453 distance to third nearest other water 
(-0.4405 1) (-0.48012) (0.62903) (1,0469) 

MIN4 0.25418 0.26563 -0.20090 - 1 6494 distance to fourth nearest other water 
(0.24087) (0.38213) (-0.52612) (-1.7662)* ......................................................................................................................................... -- I 



_-----------------------------------------------------------------------------------------------------------------------. 
MlN5 1.9177 -0.78621 0.31533 1.1124 distance to fifth nearest other water 

(2.5336)** (-1.2382) (0.76164) (2.0572)** 

PURBAN 0.13389 0.22053E-01 0.1 1820 0.1 1499 
(0.59233) (0.10965) (0.83804) (0.73126) , zipcode proportion urban 

PBLACK 0.68181 5.4722 0.50597 -0.64461 
(0.125 18) (0.82493) (0.74346) (-0.73452) zipcode proportion black 

PAMIN -3.8575 -2.2895 -1.8527 -0.42595 
(-1.8058)* (-1.0894) (-0.63621) (-0.28104) zipcode proportion American Indian 

PASIAN 3.5603 -0.66362 -5.2765 -3.5888 
(0.75824) (-0.1 4070) (-2.1121)** (-2.2817)** zipcode proportion Asian 

POTHER -2.6584 0.59555 -0.23971 -2.1420 
(-0.57359) (0.36316) (-0.18928) (-0.53483) zipcode proportion other ethnicity 

PLANGlS -35.132 -17.117 11.359 19.195 
(-I .1399) (-1.0419) (0.98728) (1.6123) zipcode proportion language-isolated 

PCOLL 4.6255 -0.75101 0.69966 0.92313 
(3.6276)** (-0.75014) (1.2199) (1.4093) zipcode proportion college grad and above 

PAGlND -63.915 -1 1.930 -3.3182 -0.38337 
(4.5474)- (-1.5496) (-0.63417) (-0.46054E-01) zipcode proportion employed Ag, Forest. Fisheries industr 

PAGOCC 66.488 14.731 3.3218 -4.8356 
(4.2532)** (1.6126) (0.531 13) (-0.56696) zipcode proportion employed Ag, Forest. Fisheries oceupat 

PPUBlNC -6.2778 -1.0457 -2.0673 -8.6747 
(-1.1771) (-0.19043) (-0.57221) (-1.8256). zipcode proportion on Public Income Assistance 

PSSINC 7.3902 -1.3841 -0.63432 - 1 .3483 
(1.8655)* (-0.51799) (-0.33864) (-0.56425) zipcode proportion on Social Security Income 

PRETINC -10.514 6.5997 0.35290E-02 2.9735 
(-1.7621). (1.5469) (0.13092E-02) (0.91239) zipcode proportion on Retirement Income 

INCM -0.545408-01 0.871248-02 -0.14687842 -0.184558-01 
(-3.81 16)** (1.2214) (-0.24497) (-2.6070)** zipcode median income 

RENT 0.65800 0.72333 0.75581 0.73452 
(0.91592) (1.3420) (1.8435)* (1.3808) zipcode median gross rental 

VALUE 0.72889E-02 -0.45813842 -0.279658-02 0.14200E-05 
(2.9592)** (-1.8108)* (-1.4718) (0.11 163E-02) zipcode median house value 

CONSTANT -0.96994 -3.3862 -5.1027 -2.5568 
(-2.2919)** (-3.9636)** (-0.68556841) (-2.3240)** intercept term 

L -695.53 -759.24 -1063.6 -997.53 + 

NOTE: Distances DIST1, etc, refer to numbering of waters within each REGION and differ from numberings overall; different coefficients are allowed for each of the four different surveys, although 
h e  coefficients on the resulting inverse mills ratio tenns will be constrained to be identical for each type of data. 



TABLE 2 
VARIABLES IN REXREATION DEMAND MODELS' 

Variable Name 

PRICE 

SFISH,BOAT,BFISH 

RTVC1- RTVC9 

Wl through W9 

HAVDIS 

HAVINC .INC 

OTHERA 

Vl through V4 

IMR2 ad IMR3 

TOTlXIP 

Variable Definition 

The own price of the water visk equal to r d  uip dkiamx cakubcd using the pmgmm 
ZlF'FW'. multiplied by the DOT csiimate of 29 cems per mile for operating a vehicle, plus 
lodging costs, plus the opponunity con of time m travel' 

Thest are the intercept s h h r  dummy variables = 1 if dx indivkhral had a 6shmg license m 
1993, owned a boaL had a iishing license o d  a boat 

Cross price terms for each of the nine other p m j m  

The own water level for water X is reported as Wx for each of the models, the others from W1 
- W9 an the poteneial cross project water levels 

= 1 if distance data were available for this individual; else 0 

= 1 if income reported for this individual; else 0. ad armual income for 1993, if income dam 
reported 

Average price or disraoce for the other five closest waters ???? 

Inrercept shifter dummy for different survey versions when data an pooled 

Inverse mills ratios from the initial probit survey response models (revealed preference and 
stated preference responsclnon-response sample selection) 

The total rmmber of water-based re-creation trips mported in each mmh for the Northeastern 
U.S. (controls for seasonal hptaking behavior ifdependent of historical water level 
management in Pacific Northwest) 

M o d c l s ~ i n h d c ~ m m r , & ~ y ~ f a ~ & ~ r r r ~ p l a c c i n & r m i n p l m ~ o m m b r a ~ & ~ o f & ~ .  

n ~ a h h l c d & d ~ ~ ~ p r c r ~ & W & ~ d & ~ f o r & r r s p r d n ~ c o d a . O ~ c & d i P m r a  
~ m ~ A M R o r d ~ ~ P P F I P ~ r o b c ~ r a p l o c .  

- ~ c o s a ~ & s m r p k a ~ r c p a r c d f o r c u b p r o j c a ~ Q s l m r m r ( < 2 5 r m 7 a . 2 6 1 4 9 ~ d > d n n 1 4 9 ~ . ) ~ ~ d ~ ~  
d ~ f a & ~ b y ~ d ~ ~ ~ ~ ~ ~ m p h l r p l m e d ~ r p c d ~ b y Q r e p m s d b a r r t y ~ ( ~ w  1992). 



R - m  

R - I m  

PRICE 

INT 

IMR2 

lMR3 

v2 

V3 

V4 

HAVDIS 

RWCl 

RWC? 

RWC3 

RTVC4 

RTVCS 

RWC6 

RTVC7 

RWC8 

RTVC9 

Water 1 - 

Probit 
(n = 1723) 

0.89209 
(3.103)** 

-1 143.0 
(-0.003) 

-82493 
(-5.098)** 

-30.6% 
(-5.590)** 

-0.45949E-02 
(4.02%) 

-0.16408 
(4.807) 

0.31101 
(1.109) 

-6.7632 
(-3.565)** 

-1.9091 
(4.658) 

14.966 
(4.328)** 

Table 3a 

First-Stage Probit and 

Hungry Horse 

Tobit 
(n = 399) 

1.2546 
(1 .OW) 

-1.5244 
(4.610) 

-38.633 
(-2.432)** 

-129.84 
(-2.232)** 

4.52688 
(-1.195) 

4.94794 
(-2.199)** 

1.3196 
(1.513) 

-31.694 
(-2.190)** 

-8.0547 
(4.749) 

68.472 
(2.145)** 

Stcond-Stage Tobit Parameter 

Water 2 - Lake 

Probit 
(n = 4741) 

0.79977 
(3.450)** 

-848.00 
(-0.007) 

-13.107 
(-5.771)** 

-100.05 
(-1.170) 

4.34608 
(-2.063)** 

4.28555 
(-1.958)* 

4.27614 
(-1.188) 

8.1113 
(6.177)** 

7.9179 
(6.227)** 

-2.8495 
(-1.418) 

Estimates (Waters 

Pend Onille 

Tobit 
(n = 648) 

- 1.295 1 
(4.906) 

9.2049 
(1.609) 

-18.339 
(-2.4't2)** 

-100.09 
(4.203) 

-3.1044 
(-4.201)- 

-2.4868 
(-3.681)** 

0 34247 
(0.193) 

0.95677 
(0.945) 

0.63147 
(0.130) 

-10.095 
(4.858) 

31.011 
(1.118) 

-11.127 
(4.576) 

10.771 
(0.945) 

8.0158 
(1 364). 

-8.5776 
(4.708) 

10.453 
(1.880)* 

1, 2, 3) 

Water 3 - 
h b i t  

(n = 1723) 

0.79977 
(3.450)** 

-848.00 
(-0.007) 

-13.107 
(-s.ni)** 

-100.05 
(-1.170) 

4.34608 
(-2.063)** 

4.28555 
(-1.958)* 

4.27614 
(-1.188) 

8.1113 
(6.177)** 

7.9179 
(6.227)** 

-2.8495 
(-1.418) 

Lake Koocanusa 

Tobit 
(n = 419) 

-1.1202 
(-1.255) 

5.3601 
(0.913) 

-34.351 
(-2.549)** 

4.9706 
(2.483)** 

-2.0123 
(-1.795)* 

4.57610 
(4.520) 

-2.6869 
(-2.972)** 

14.7% 
(1.773)* 

4.56485 
(4.057) 

17.495 
(1.309) 





Y 

Table 3b 

R - w  

R - m  

R-V4 

PRICE 

INT 

hIR2 

IMR3 

V4 

HAVDIS 

RTVC 1 

RTVC2 

RTVC3 

RTVC4 

R n C 5  

RTVC6 

R W  

RTVC8 

RTVC9 

First-Stage 

Water 4 - 

hobit 
(n = 1723) 

0.60261 
(2.915)** 

-848.00 
(-0.007) 

-5.7554 
(-2.%71)** 

-11.689 
(-3.549)** 

0.47487E-0 1 
(0.333) 

0.21493 
(1-506) 

-0.48479 
(-2.190)** 

7.0574 
(6.038)** 

6.6666 
(4.853)** 

-9.4152 
(4.561)** 

Probit and 

Kootenai River 

Tobit 
(n = 363) 

-2.1347 
(-1.156) 

-0.11522 
(-0.01 1) 

40.825 
(-2.605)** 

9.7269 
(3.31 I)** 

4.1379 
(-5.412)** 

-2.6098 
(-3.514)** 

0.71430E-01 
(0.029) 

-24.947 
(-1.957)* 

1.0345 
(0.063) 

73.516 
(3.263)** 

Second-Stage Tobit Parameter 

Water 5 - 

Probit 
(n = 3018) 

1.1646 
(3.1 lo)** 

-519.40 
(-0.019) 

-0.10556 
(-0.524) 

-7.5627 
(-9.686)** 

-5.3763 
(-0.872) 

- 1.4267 
(-6.352)** 

-1.4458 
(-5.245)** 

-0.48671 
(-2.774)'. 

-0.77063 
(-1.464) 

1 .I547 
(2.969)** 

1.3603 
(2.559)" 

2.5207 
(3.236)- 

2.9130 
(5.452)" 

Estimates (Waters 

Dworshak Lake 

Tobit 
(n = 555) 

8.3581 
(1.978)** 

-19.203 
(-0.964) 

-0.80593 
(-0.250) 

-55.223 
(-3.461)** 

-55.900 
(-2.4 13);. 

-10.429 
(-2.919)** 

-11.404 
(-1.91 I)* 

4.4965 
(-1.532) 

-3.6462 
(-0.517) 

6.3733 
(1.272) 

9.3315 
(0.654) 

12.075 
(1.281) 

2 1.249 
(2.184)" 

4, 5, and 6) 

Water 6 - 

Probit 
(n = 1512) 

1.7831 
(4.727)** 

-132.00 
(-0.047) 

-5.7628 
(-0.799) 

14.374 
(1.997)** 

0.31135 
(1.796). 

-0.47136 
(-1.483) 

-1.5239 
(-2.170)** 

2.3214 
(4.117)** 

0.25692 
(0.129) 

0.96137 
(0.148) 

Clearwater River 

Tobit 
(n = 319) 

3.2082 
(0.796) 

-16.210 
(-2.320)" 

-94506 
(-3.067)" 

-12.757 
(-0.975) 

2.2208 
(2.058)" 

-1.5899 
(-1.302) 

4.2979 
(-0.478) 

14.652 
(2.448)** 

13.692 
(1.608) 

63.676 
(2.n6)** 

I 



4.4340 
(0.208) 

2.5387 
(1.929)' 

-38.935 
(-2.295)** 

0.28617EOl 
(0.327) 

-0.94855E-01 
(-0.205) 

-3.8545 
(-2.143)** 

0.28958 
(0.989) 

-5.9%7 
(-2.247.. 

-0.79438 
(-3.745)** 

-0.18132 
(-3.225)** 

3.8905 
(22.238)** 

-962.07 

1.4904 
(1.021) 

-0.16836 
(-1.121) 

-0.16046 
(-0.090) 

0.42942 
(2.796)** 

0.55258 
(5.143)** 

-0.45767 
(-2.299)** 

3.8500 
(1 -444) 

0.26173 
(1.391) 

-3.0270 
(-0 SSO) 

0.15296 
(2.075)** 

4.2193 
(0.081) 

0.61543E-01 
(0.708) 

-865.56 

2.8313 
(2.693)** 

-0.27216 
(-2.073)** 

6.4135 
(3.581)** 

0.41153 
(3.293)** 

0.16393 
(1.784)* 

-0.15198 
(-0.847) 

4.4824 
(3.249)** 

-0.41448E-01 
(-1.894)* 

0.17643 
(2.135)** 

4.8533 
(0.034) 

-0.35914 
(-2.585)** 

-681.22 

1 

28.883 
(1.187) 

-0.78984 
(-0.488) 

6.0731 
(0.266) 

3.4594 
(2.901)** 

4.7866 
(2.050)** 

-4.1940 
(-1.747)* 

35.320 
(2.486)** 

0.76509 
(2.035)** 

9.3198 
(2.758)** 

0.37805 
(1 .ON) 

9.9007 
(1.672)* 

0.47994E-0 1 
(0.316) 

0.83383 
(19.293)** 

2.6627 
(28.243)** 

-1554.7 

OTHERA 

HAVINC 

INC 

SFISH 

BOAT 

BFISH 

W1S 

W2S 

W3S 

W4S 

W5S 

W6S 

W7S 

W8S 

W9S 

TO'ITRIP 
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Rural Household Recycling: Explaining Participation and Weight Generation 

Abstract 

Rising landfill costs have forced solid waste managers to consider different means to reduce the 

waste stream. We present a theory of household recycling in which recycling occurs in the absence of 

monetary incentives. This is important in rural regions of the country where unit-based garbage disposal 

fees are not an option. Results indicate that households are responsive to the own-cost effects of recycling. 

Waste managers may influence recycling participation and weight generation through programs designed 

to lower perceived time costs of non-recyclers, and improve the efficiency of recyclers. 



Rural Household Recycling: Explaining Participation and Weight Generation 

I. Introduction 

Rural counties and small communities with low population densities throughout the United States 

face new constraints and pressures with regard to solid waste management. Environmental concerns 

(such as groundwater quality) have led to stricter landfill regulations, increasing the cost of traditional 

solid waste disposal methods (Darcey, 1991). Some states and local governments have mandated 

reductions in the amount of solid waste requiring disposal and/or have required recycling programs. 

Demands by citizens for recycling opportunities further intensew these pressures, forcing local decision 

makers to consider a wide range of alternative solid waste management plans (SWMP). For example, 

the Tennessee Solid Waste Management Act of 1991 places great emphasis upon waste reduction and 

recycling, mandating a 25% reduction in the per capita weight of solid waste burned or buried over a 

six-year period. Each county is also required to provide at least one site for collection of recyclable 

material, as well as a system of "convenience centers" at which rural residents may dispose of garbage. 

Because of the significant economies of size in collection, processing, and marketing of recyclables, a 

large volume of materials must be recovered if residential recycling is to be a cost-effective component 

of a SWMP. Such economies are difficult to achieve in rural areas unless participation rates are high 

and a large proportion of eligible material is recycled. 

Although information regarding potential recycling participation rates and generation is crucial in 

determining whether a recycling program can be an efficient component of a SWMP, there has been 

little research investigating the economic factors which influence household recycling participation rates 

and generation. The few available studies focus on curbside collection of recyclables in urban areas. 

These studies have examined the effect on the quantity of material recycled in response to unit-based 



pricing for garbage disposal (Hong, et al, 1993; Morris and Holthausen, 1994; Fullerton and Kinnaman, 

1993). There has been no attempt to measure an own-price elasticity for recycling. 

In contrast, this study examines household recycling decisions in rural areas where low 

popLllation density renders curbside recycling impractical. Recycling does not take place at the 

curbside; rather, recyclers must transport recyclables to a dropoff site. The factors influencing 

household recycling participation decisions are identified and the elements of a rural recycling program 

designed to encourage household recycling are evaluated. While options available to encourage 

recycling participation appear limited, the weight of material recycled is found to be responsive to the 

time cost of recycling. An estimate of the own-price elasticity of demand for recycling is reported. 

This research provides solid waste managers with information useful in the design of recycling 

programs in rural areas where curbside recycling is not an economically viable option. Further, given 

the relatively high cost of curbside collection (up to $200/ton), some urban communities may consider 

changing from curbside collection to a system of dropoff centers which can significantly lower costs 

imposed on public agencies (with collection costs of less than $100/ton). Because dropoff programs 

shift some recycling costs to consumers, it is important to gauge how consumers will respond. This 

study provides an estimate of average household production of recyclables within the context of a 

dropoff system, which may prove useful in comparison with estimates from existing curbside collection 

systems. 

II. A Behavioral Model of Recycling 

Theoretical Model 

In this section, a model is presented which includes motivations to recycle beyond avoiding 

increased garbage collection fees. Recycling in the absence of monetary incentives is observed in 

numerous communities; it is often observed even when costly in terms of time and effort. 'The model 

thus explicitly recognizes that some individuals may wish to limit the amount of waste generated and 

sent to a landfill or incinerator. The utility function is given by, 

U[ Z(x), G(S,x), Ll 



Z is the consumption commodity produced by the household using inputs x, where x is a (n x 1) vector 

of marketed goods. G is the amount of garbage sent for disposal, and is a function of inputs x and time 

spent separating recyclables, S. S is a (n x 1) vector of time requirements to recycle some portion of 

the refuse generated by marketed goods x. L is the amount of leisure consumed. The marginal product 

(li) of any element j in x is positiie, while the marginal utilities are assumed to be U,>O, U,>O, and 

U,sO. This last term is an inequality since garbage generation will impact the utility of some people 

negatively (those who would consider voluntary recycling), while it will not affect others (those who do 

not care about waste production).' 

Use of inputs x generates trash, T, according to a function T(x), where Txj>O. Trash may be 

separated into garbage or recyclable materials. Production of recyclables, R, is a function of the time 

spent in separation of the recyclables, S, and the commodity, x, 

R = R(S, x) (1 ) 

where R is increasing in both arguments. The amount of garbage is determined by T-R, or 

G(S, X) = T(x) - R(S, X) 

Let the household's full income consist of wage and non-wage income, so the budget constraint is, 

wH + V = pyx + fG(S, x) 

where w is the wage rate, H is hours worked, V is non-labor income, f is the unit cost of garbage 

disposal, and p is the (n x 1) price vector for x. The household's time is also constrained according to, 

T = H + L + i 9 S  

where T is total time available and i is a (n x 1) vector of ones. Substituting (1) and (2) directly into the 

utility function and budget constraint yields a consumer problem in which the variables of interest are x, 

S, and L The constrained optimization problem is then given by (3), 

max 9' = U[Z(x), T(x)-R(S,x), L] + A{wH + V - p'x - fr(x)-R(S,x)]) 

+ p{T - H - L - i9S) 

The conditions needed to optimize x, S, and L are given by (4a) through (49, 
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Limitii Program Contradictions Through Analysis of 
Utility Theoretic Demand Systems 

BACKGROUND 

Natural resource managers typically pursue proposals independently. They focus on 

single proposals and seldom consider what managers in the same or other agencies may be 

considering. Optimizing one program at a time assumes it is independent of other programs; 

however, programs are interdependent. 

The benefit of a planned improvement at a given site depends on plans for all sites in the 

system. For example, the recreation benefit of a program element that limits water drawdowns 

at one reservoir depends on programs that set lake levels and facilities at substitute reservoirs. 

Managing sites and site quality elements one at a time produces contradictory 

management plans (Lave, 1984). The total value of the package of policy elements is not the 

value of the individual parts added up (Lichtenberg and Zilberman, 1986; Hoehn and Randall, 

1989). Independent valuation of interdependent elements produces a mix of policy elements that 

fails to maximize total benefits: Complementary program elements are underfunded and 

substitute elements are overfunded. 

Economically efficient plans identify the mix of program elements over time and space 

that maximize benefits for available resources. These optimal plans are conditioned by 

demographics, social values, and site conditions. Managers who wish to pursue optimal 

programs need information on how the planned level of each program element within a system 

influence the incremental benefit from altering any program element. 



An important challenge facing benefit-cost analysts is specifying and estimating models 

that measure the benefits of policies that reconfigure characteristics of a system of sites that 

contain interdependent elements of value. Viewed incrementally, the challenge is developing 

models that measure marginal benefits of improving any site as a function of conditions at all 

sites. 

This paper presents a utility-theoretic partial demand system that i n c o r p o ~  several 

dimensions of quality for a system of New Mexico fishing reservoirs and streams. The model 

permits managers to estimate the benefits of competing policy proposals, in which benefits are 

sensitive to the proposals' contexts. Results illustrate that existing conditions at all sites in the 

system influence the value of a policy that alters conditions at any site. 

EMPIRICAL MODEL 

ma 

Data on fishing demands, fishing catch, harvest rates, and average size of caught fish 

were obtained from statewide, monthly telephone surveys of New Mexico anglers conducted 

during 1988-1989. Other dimensions of site quality were obtained from various sources, 

including the regional New Mexico fisheries managers. Other sources for site quality data 

included Forest Senrice, Bureau of Land Management, and existing inventories of state park 

hcilities. Where possible, published data on site facilities were verified by telephone followups. 

The price of fishing was specified as the sum of travel cost plus the value of travel time 

(valued at one-half the average wage rate) plus all relevant site entry fees. Various demographic 

data were obtained from standard census sources. The complete data set consisted of 9504 



observations, including observations on each of 132 sites, 9 zones of origin, and 8 calendar 

seasons for the period 1988-1989. 

Model Performance Critea 

A model that effectively evaluates competing policies and programs implemented at site 

systems should be based on a system of demands, so that substitution across a changing 

opportunity set due to policy decisions can be accounted for. A demand system consistent with 

choice theory assures the budget constraint is enforced, thus allowing the benefits of competing 

policies to be grounded in choices and constraints actually k i n g  consumers. 

The model should adapt to a large number of spatially separated sites (or goods), in 

which each site consists of several measurable characteristics. Prices and qualities at all sites 

in the market area should affect each site's demand. The model should also account for 

demographic characteristics of visitors from the various sampling units (e.g. zones of origin), 

so estimates of benefits are sensitive to the spatial and temporal distribution of how preferences 

vary by visitors. 

To be consistent with the principle of diminishing marginal returns, policy elements that 

produce any quality improvement at any site should produce diminishing marginal visits and 

marginal benefits. Finally, we looked for a system that was linearizable in the parameters to 

avoid estimation based on tedious iterative regression procedures. 

Model Specification 

A review was conducted of several widely used demand systems consistent with choice 

theory. Several of these are reviewed in Pollak and Wales (1992), including the Linear 



Expenditure System (LES), the translog system, the Cobb-Douglas, and Constant Elasticity of 

Substitution (CES). For the present model, we wanted to select a system that required few 

estimated parameters for own- and cross-site price effects so more parameters could be reserved 

for quality effects and large numbers of sites could be accommodated. The LES requires at least 

n estimated price effects parameters for an n site demand system; the translog requires 

(n/2)(n+l). Because our system had more than 100 sites, both these specifications were 

rejected. 

Because of its simplicity, we conducted several policy simulations using the 

Cobb-Douglas utility function demand system. However, the Cobb-Douglas was rejected because 

its unitary elasticity of substitution effectively ignores substitute site prices. That is, an increase 

in entry fee or travel cost at any given site has no effect on the demand for any of the other sites 

in the system. 

Extensive graphical, numerical, and mathematical testing of a constant elasticity on 

substitution preference ordering (CES) augmented by site characteristics was conducted. 

This algebraic form best satisfied the set of model performance criteria described above: 

Indices 

The indices for the model are defined as: 

i = fishing site = 132 New Mexico fishing reservoirs and streams 

j = one of 9 New Mexico zones of origin 

k = 1 of 18 site quality indicators shown in Table 1 

t = Calendar season = winter, spring, summer, fall, 1988-1989. 

L = 1 of 7 demographic variables shown in Table 2 



Variables 

Model variables are defined as: 

predicted trips to the ith site fromjth zone for the tth season. 

(round trip miles x travel cost/mile + entry fee); travel cost includes an 
opportunity cost of time valued at 112 the average hourly wage for the 
zone of origin. 

total fishing expenditure per angler fromjth zone of origin, tth season = 

individual site M t y  variables of the ith site k t .  quality indicator for the 
tth season. 

geographical quality variables of the ith site hth quality indicator for the 
jth zone and zth season. 

individual Lth demographic variable of jth zone for the tth season, 
0 < Dw < 1 (Table2). 

composite demographic zone index ofjth zone, tth season, a combination 
of zone demographic variables shown in Table 2, where 0 < ql < 1. 

function of individual quality indicators and zone index that enters angler 
preference ordering for the ith site, jth zone, for the tth season. 

administratively closed site variable for the ith closed site, for the tth 
season. A, = 1 when site is open. A,=O when site is closed. 

The Model 

The direct fishing satisfaction (utility) index is specified as the following - 

quality-augmented CES function: 



where the term IP,, is related to quality and demographics as shown below. 

A system of demands predicts fishing trips per jth zone angler to each ith site for the tth 

season. Angler demands are based on the assumption that the angler acts as if maximizing the 

satisfaction index (I), subject to the limited fishing budget, M#. The result of that maximization 

produces the following system of demands: 

where, 

That is depends on site quality factors and geographical &tors, both of which interact with 

demographic variables. In equation (3), Z#, the zone index, is defined as: 

as shown in Table 2. That is an overall demographic index depends on several demographic 

elements. 

The demand system Xi, defined in (2) is derived from the assumption that the angler 

maximizes (1) subject to the fishing expenditure constraint: 



The indirect fishing satisfaction function is obtained by substituting the equilibrium 

demand system (2) into the direct satisfkction index (1). It results in the following: 

where 

The (") superscript in (6) and (7) indicate pre-policy values of variables. 

The indirect satisfaction function can be inverted to solve for the expenditure function. 

It explains the angler's minimum total fishing expenditure required under pnst-policy levels of 

P, &, to achieve the same fishing satisfaction index as under pre-policy satisfkction, U$O. The 

expenditure function is obtained by inverting the indirect satisfaction index (9 and solving for 

expenditure as a function of satisfixtion. This results in 

where E; is interpreted as the minimum expenditure to sustain pre-policy angler weIfare under 

post-policy conditions. 

Benefits per angler measure the angler's welfare change, relative to pre-policy conditions, - 

resulting from a new policy. We use the compensating variation (CV) welike indicator, 

measured as: 



Total benefits from a policy change at the jth zone of the zth season are found by 

multiplying per capita benefits by angler population as: 

where POP3 is the estimated angler population in thejth zone in the zth season. Total statewide 

benefits from a policy change are found by summing (10) over zones of angler origin and over 

relevant time periods: 

Marginal benefit per angler of an improvement in a site quality indicator is calculated as 

the change in CVi, in (9) with respect to a single quality indicator, &. The marginal benefit 

per angler of the kt. quality indicator at the ith site, jth zone in tth season is specified in the 

following way: 

acv, 
(l2) MB* = -, 

aQ, 

a cv, 
where the term, - , is the change in the total benefits with respect to an individual 

a Q, 
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quality indicator in Table 1. 

a cv, 
The term - is obtained by differentiating (9) with respect to &, which is: 

a Q* 

where C' is defined in (7). 

Aggregate marginal benefits over all anglers at the ith site, jth zone, and tth season are 

found by multiplying per capita marginal benefits in (13) by angler population: 

where POPl is the estimated angler population in thejth zone in the nh season. Total annual 

statewide marginal benefits per quality indicator per site for a given time interval (e.g., a water 

year) from a policy change are found by summing (14) over zones and the relevant time periods: 

Examination of the demand system (2) shows that there is no separate set of parameters 

required for any given site. This specification allows the greatest generahbility and 

transferability to unstudied areas. Demand for any given site depends only on price and quality 

of that site and prices and qualities of all substitutes in the market area. Sites are differentiated 

only by their prices and characteristics. Nearby or higher quality substitutes have stronger 

effects on site visitation and marginal benefits of a quality improvement than more distant or 



lower quality substitutes. More sites provide more observations for fitting the parameters. 

However, one parameter must be estimated for each extra quality characteristic specified. 

Equation (2) also shows that prices and qualities of each site in the system affect each 

site's demand. The denominator of (2) accounts for effects of price or quality changes at all 

sites, while the numerator accounts for similar effects at the "own" site. Demographic 

characteristics are captured in the exponent term in (3). 

Context sensitivity is an important feature of this CES demand system. Inspection of the 

utility, demand, expenditure, and marginal benefits functions show that all these functions are 

sensitive to the context in which the policy change occurs. Substituting (13) into (3) shows that 

the marginal benefits of any quality improvement at any site depends on all site prices, all site 

characteristics, and all demographic features of visitors in the market area. For example, the 

benefits of increasing the average size of caught fish by 10 percent varies considerably according 

to the existing condition of the site, location of the site, demographic characteristics of market 

area anglers, availability of substitutes, and hydrological conditions. The economic value of a 

site improvement program depends on the context in which it occurs. 

One added advantage of fitting a demand system known to be consistent with choice 

theory, such as the CES with quality, is that complex consumer surplus mathematical 

integrations are not required to perform welfare analysis. Once the demand system coefficients 

are estimated, they can be inserted directly into the expenditure function (8). The expenditure 

function permits non-marginal weEire analysis, i.e. computation of the benefits of program 

elements that implement a series of finite price or quality changes at one or more sites. 

Inserting the coefficients directly into the marginal benefits function (12) permits marginal 



welfare analysis, in which the change in benefits of any one unit program element change can 

be calculated. . 

Model Estimation 

Equation (2) is transformed in several steps to permit estimation with linear regression 

methods. The dependent variable in (2) is transformed from quantity demanded to the log ratio 

of expenditure at the dven site to expenditure at a base site. The derivation begins by defining 

the budget share allocated to a given site as: 

Dividing both sides of (16) by &, the budget share at some particular Ith site, causes the 

denominator of (16) to drop out. This results in 

Taking natural logs of both sides of (17) produces 



Substituting the term defined by (3) into and respectively produces 

#. 

Equation (19) simplifies to 

which is linear in the parameters yk and y,. In (20) the restriction -1 < yk < 1 over the 

potential range of the quality variables Q, for each k assures diminishing marginal benefits from 

any quality increase at any site. 

Equation (20) was estimated by weighted least squares regression. Weights were the 

square root of the sample size of respondents from each zone of origin. Large sample size is 



weighted more heavily to reflect a smaller variance in number of sampled visits. With 18 site 

quality variables, 7 demographic variables, and 1 elasticity of substitution among pairs of sites, 

26 parameters are estimated in total. 

RESULTS 

Table 1 shows the results of parameter estimates in (2) - (4). As expected price effects 

are strong both in magnitude and statistical significance. The elasticity of substitution 

characterizes the effects on a zone's visitation patterns among sites, which is a result of the 

distribution of their travel costs. Its estimated value is 1.63, with a t-statistic greater than 18. 

That is, increasing an entry fee at a given site has a strong percentage effect on redistribution 

visitation among sites. 

The estimated elasticity of substitution is high and statistically significant because it is 

the only parameter that appears in the model that accounts for both own and substitute site price 

effects. All price effects in the model focus on this single m e t e r .  This focus is both a 

strength and a limitation of the chosen model specification. It is a strength because this 

Wfication allows an arbitrarily high number of sites in the model without having to bring in 

new price parameters for each added site. One can justify this identical price structure across 

sites by thinking of each site is an identical good, differentiated only by its price and 

characteristics. The identical price structure is a limitation because a considerable amount of 

price structure is forced on the model without permitting different sites to reveal unique own- 

and cross-price effects. 

All site quality coefficients shown in Table 1 also have the expected sign. Improving 

quality characteristics at a site generally seen as more attractive to anglers increases their visits 



to the site and draws visits away from substitutes. Among the fishing quality variables both the 

average number of fish caught per day and the average weight of fish kept are marginally 

significant at best. Negative hctors, such as precipitation, water turbidity, and macrophytes 

reduce visits at a given site and redistribute them to substitute sites. On-site temperature entered 

with a negative coefficient. This result occurs because most fishing in New Mexico occurs in 

the spring and summer, when desirable cooler temperatures generally occur at the higher 

elevations. 

Surface area of the water body entered the model strong, both in sign and statistical 

precision. The parameter estimate of size in water was 1.42, with a t-statistic of more than 10. 

The size of each water body was measured in surf' acres, based on the principle that greater 

surface area tends to produce greater shoreline access and greater space for boat anglers. By 

choosing surface area as the water quantity variable, both streams and lakes could be 

accommodated in the same data set. 

DISCUSSION 

Economically efficient natural resource policy requires the comprehensive management 

of diverse opportunities over a complete system of sites. Restricting use and benefits analysis 

to individual isolated program elements produces the wrong mix of program elements. The result 

is that complementary elements are underfunded and substitute elements are overfunded. 

Effective comprehensive planning simultaneously considers management praposals at all 

sites, all quality dimensions, and all time periods. Comprehensive management also requires 

more cooperation among agencies. In New Mexico, at least five federal agencies and two state 

agencies control recreational opportunities that can alter the estimated benefits of angler-oriented 



management. Multi-site models, such as the one presented in this paper, could reduce the 

number and cost of program contradictions if it were accessible to all agencies in a cooperative 

environment. 

Table 3 shows that the incremental benefits of an improvement at any given site depends 

on conditions at all sites. These results illustrate how program contradictions can be controlled 

through a demand systems approach to valuing natural resource improvements. Marginal 

benefits of program elements in Table 3 are sensitive to the context in which their improvements 

occur. Existing policies that affect conditions at all sites influence the value of a policy that 

alters conditions at a given site. 

Under baseline conditions that occurred in 1992 (Table 3 column 2) marginal values per 

added acre foot of water used to augment streamflow for sport fishing vary widely. Values in 

column (3) range from a low of $4 at the Upper Rio Grande to a high of $101 at the Upper 

Pecos River. Pecos River marginal values are higher because the site has few nearby 

substitutes, relatively low flows, high fishing quality to complement the streamflow, and it is 

close to the major population corridors of Santa Fe and Albuquerque. The upper Rio Grande 

is more isolated, has considerably more base streamflow, more nearby substitutes (such as the 

Rio Chama) and lower quality fishing. 

Marginal benefits under column (4) indicate incremental values of added streamflow when 

flows are reduced by half of 1992 levels at all sites, while fish catch and other facilties are 

maintained at 1992 levels. Part of the increase in marginal value compared to the baseline 

values in column (3) is due to lower flows at a given site, and the remainder is due to reduced 

flows at all the substitute sites. For example, the $25 per acre foot marginal value at the Upper 

Rio Chama would be much lower if flows at the other 10 substitute sites were held at 1992 



levels. . Holding flows constant at a given fishing site is worth considerably more under 

conditions when policies or nature have reduced flows at important substitute sites. 

Column (5) indicates values per added acre foot, if, in addition to the scenario under 

column (3), fish catch rates are doubled to compensate for low flows. As expected, because 

fishing quality at a given site complements streamflow, improving fish quality increases the 

marginal fishing value of added streamflow. 

Marginal benefits under columns (6) - (7) have an analogous interpretation as (4) and (5), 

but flows are doubled with constant fishing quality and with reduced quality fishing, 

mpectively. As expected, the value of added streamflow at any site is much lower in wet than 

in dry periods. Part of the reduction in streamflow values at a given site, such as the Upper 

Chama, occurs because substitute sites are also wet. The $7 value of added flow at the Chama 

would be considerably higher if management actions at other sites produced average or low flow. 

Results in Table 3 illustrate the importance of amperation among agencies. Agencies 

responsible for controlling streamflows are typically water managers, such as the Forest Service, 

Bureau of Reclamation, or Corps of Engineers, while other agencies, such as State Game and 

Fish or Parks and Recreation departments, manage fishing and other site qualities. State 

departments could better allocate resources for improvements within and across sites if they were 

aware of federal plans for policies, such as timber harvest schedules, that affect streamflows. 

Values of added flow for fishing depend strongly on which site has the improved flow, general 

water supply conditions, and management plans at all sites. The optimal plan over time and 

space for controlling reductions in streamflows depends on fish stocking plans over time and 

spa=* 



This paper has opened a door, but much remains to be done. hbab ly  the greatest 

limitation of this paper is that the specified demand system is only partial. There is no 

substitution among the total consumer budget and expenditure on fishing resulting from nature, 

management, or the rest of the economy. Because consumers cannot substitute out of other 

goods and into fishing expenditures, the benefits of fishing improvements are understated 

(Hanemann and Morey, 1991). A complete demand system would also account for the effects 

on marginal values of improvements resulting from outside economic changes, such as increases 

in gasoline prices or increased leisure time. More work needs to be done that allows demand 

systems with quality to test for sets of complements versus substitute elements. The model in 

this paper assumes that all sites are substitutes for each other, while all quality elements at a 

given site are complements. While this is likely to be true in most cases, one can imagine 

exceptions. Nevertheless, we believe that conducting cost-benefit analysis based on utility 

theoretic demand systems are an important step towards reducing program contradictions. 
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Student t-ratios not defined, parameter entered as a restriction. 

Table 1. Site Facility Parameter Estimates, New Mexico Fisbing Waters. Estimates are obtained from OLS 
Estimation of Log Transformed CES Demand System, 

!f 1 h' = TQJ TG 1 TP 1 

!fiJ 
+ (1-0) h 2 (0-1) cC Y. Z# h- + C Y&# h lGd 

k lQ,a h %' 

where fjclfC is the ratio of expenditures on the ith site jth zone of origin tth seeson to expenditure at the reference site 
jth zone and tth season. The Ith reference site, Elephant Butte Reservoir, is located in south central New Mexico. 

Variable 
no. (k) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

Quality 
Indicator (0 

Access 

Average weight 
kept 

Boat- 

Developed 
w- 
Drinking Water 

Fidday Kept 

FWday 
Caught 

Macmphyte 

Precipitation 

Modem 
Toilet Access 

surfrace Area 

Tailwater 

Tempsite 

Turbidity 

Units 

Percent of shoreline accessible within a 114 mile walk 
from vehicle 

Average weight of harvested fish (grams); game fish 
weighted twice pan fish 

Number of concrete boat ramps at a site 

Number of developed campsite within 10 miles of site 

0-1 dummy; 1 = drinking water available at site 

Fish number harvested per day; game fish weighted 
twice pan fish 

Fish number caught per day; game fish weighted twice 
pan fish 

Water plant vegetation, rated by fishery managers from 
0 (none) to 10 (highest density) 

Seasonal pipitatian at site, inches 

Number of modein toilets within 10 miles of site 

Site temperrrture by season 

Water turbidity rated by fishery manages, 0 (none) to 
10 (muddy) 

Parameter 
eshmte (73 

0.03 

0.30 

11.40 

0.71 

1.25 

6.39 

0.24 

4.002 

-10.77 

3.93 

1.42 

0.02 

-10.18 

4.002 

Student t 
ratio 

( - 1' 

( - 1  

(11.81) 

(2.97) 

(0.96) 

(6.73) 

(1.93) 

( - 1  

(-16.68) 

(9.41) 

(10.53) 

( - 1  

(-3.94) 

( - 1  



' Student t-ratios not defined, when pameter en- as a d c t i o n .  All t-ratios based on log-ratios of actual 
quality to reference quality. 

Table 1. Continued. Site Facility Parameter Estimate9, New Mexico Fishing Waters. Estimates are obtained from 
OLS Estimation of Log Transformed CES D d  System, 

Lf 1 [Q 1 TG 1 rp 1 Z n x  = (0-1) (c yKZl h* + c 
Sfd i @d h LG,,J pd 

2) + (1-0) in 2 

where f#/fw is the ratio of expenditures on the ith site jth lione of origin tth season to expedture at the reference site 
jth zone and tth season. The Ith ref- site, Elephant Butte Resewoir, is located in south central New Mexico. 

Variable 
no. @) 

1 

2 

3 

4 

- 

Quality 
Indicator (Gd 

Cold River 

Forest Lake 

Kokenee Lake 

Mid-Elevation 
M e  

- 

Units 

Large cold stream fishing site 

Nearest lake within the boundaries 0f.a National 
Forest to a city with population of 50,000 

Mes that support Kokanee Salman with area less 
then 10,000 avfoce acres 

Lakes with elevation W w e a  4000 feet and 7000 
feet and have 1 or 2 boat ramps 

elasticity of substitution (a) 

Porclmeter 
estimate (yJ 

6.16 

27.70 

22.89 

26.67 

1.63 

Student t 
ratio 

(0.93) 

(3.47) 

(3.56) 

(3.44) 

18.91 



Table 2. Zone Index, G, as a Multiplicative Function of Individual Demographic Variables, New Mexico 
Fishing Model. 

zt =n (~y3 .~  . 
L 

Variable Demographic 
number Variable Parameter Student t Approx. 

(L) (Dd 
units esbate (a3 ratio P > ltl 

1 HISP Percent of persons by zone 4.42 (-6.15) 0.0001 
of Hispanic origin. 

2 AGE65 Percent of persons by zone 1.67 (6.47) 0.0001 
over 65 years of age. 

3 COLL Percent of persons by zone 1.07 (16.34) 0.0001 
under 25 years of age with 
wllege education. 

4 SFWC Percent of households by -1.30 (-3.01) 0.0026 
zone headed by single 
female with children. 

5 MCNC Pen;eat of households by -2.17 (-4.09 0.0001 
zone of married couples 
withoutchildren. 

6 MCWC Pen;eat of households by 3.31 (5.57) 0.0001 
zone of married couples 
with children. 

7 SMNC Percent of households by 0.54 (5.11) 0.0001 
zone of single male 
without children. 



1 = Streamtlow, fish catch rates, and site facilities at 1992 levels 
2 = Change all streamflows to 0.5 1992 levels, fish catch and facilities = 1992 levels 
3 = Change all streamflows to 0.5 1992 level, double 1992 fish catch, facilities = 1992 levels 
4 = Change all &reamflows to 2.0 1992 level, fish catch and facilities = 1992 levels 
5 = Change all shwdlows to 2.0 1992 level, halve 1992 fish catch, facilities = 1992 levels 

Table 3. Instream flow marginal values of water for selected New Mexico for fishing streams, under varying 
conditions. 

(1) 

Stream 

Upper Rio Chams 

Middle Rio Chama 

Lower Rio Chams 

Gila River North Fork 

Gila River, South Fork 

Gila River, West Fork 

Upper Pecos River 

Upper Rio Grande 

Middle Rio Grande 

Sen Juan River, East 

San Juan River, West 

(2) 
1992 Ave. 
summei 
surface 
acres 

(3) 

Baseline1 

(4) 

Dry2 

3079 

254 

336 

326 

513 

57 

174 

1369 

828 

608 

1439 

0 

Dry) 

1990 cEo11(us per added acre foot 

(6) 

Wet' 

(9 

Wed 

11 

7 

16 

14 

7 

58 

101 

4 

13 

72 

6 

31 

29 

35 

26 

14 

83 

201 

10 

25 

138 

12 

25 

14 

34 

26 

14 

82 

199 

7 

25 

135 

12 

7 

2 

8 

6 

3 

21 

60 

1 

6 

37 

3 

4 

3 

7 

5 

3 

18 

48 

1 

6 

35 

3 





An Estimate of the Economic Value of Selected Columbia and Snake 

River 

Anadromous Fisheries , 1938-1993 

Edgar L. Michalson 

Introduction 

The goal of this paper is to estimate the economic value of the Columbia River 

anadromous fisheries in the Snake, Clearwater, Grand Ronde, and Salmon rivers. The 

first dam on the Columbia River was built in 1939 and the last dam was completed in 

1968. The first dam on the Snake River was completed in 1962, and the last one in 1975. 

Since 1938 anadromous fish have had to navigate past as many as eight dams as more 

dams were constructed. The U.S. Arrny Crops of Engineers has maintained fish ladders 

and counting facilities, and has provided an annual count of the numbers of fish by major 

species since 1938'. The species of fish counted and included in this study include 

chinook and sockeye salmon, and steelhead trout. Over the years the number of fish 

counted annually has varied greatly. This variation is related to factors such as the cycle 

of spawning, river and ocean conditions, and a number of other factors which are not well 

understood. Among these factors is the nature of the particular species to respond to 

changing environmental conditions which is reflected in that some mature fish return to 

spawn after one year (jacks), some after two years, some after 3 years, some after four 

years, and some after 5 years. This variability is reflected in the fish counts and appears as 

the peaks and valleys on the charts which follow. This phenomenon applies to all of the 

fish runs on the Columbia River System. The U.S. Arrny Corps of Engineers has 

contracted with the Washington Department of Widlife to do fish counting. Under this 

1 U.S. Army Corps of Engineer District. "1990 Annual Fish Passage Report: Columbia and Snake 
Rivers for Salmon, Steelhead, and Shad." North Pacific Division Corps of Engineers, 1990. 













































































































































































































































































Assessing the Content Validity of Contingent Valuation Studies 

Richard C. Bishop and Daniel W. ~cCollum' 

Abstract: Content validity assessment involves evaluation study procedures. This paper 
proposes a set of content validity criteria for contingent valuation studies and a rating 
form for use in assessing how well studies were designed and executed. The form's goal 
is to help researchers design content valid studies and reviewers to conduct more 
systematic, balanced validity assessments. 

Quoting Mitchell and Carson @. 190), "The validity of a measure is the degree to which 

it measures the construct under investigation. " In applied welfare economics, the construct is 

most often one of the Hicksian measures of economic value. Assessing the accuracy of consumer 

welfare measures is Wcu l t  because true Hicksian values are inherently unobservable. Hence 

estimated values cannot be compared directly with true values to judge the performance of 

measurement techniques (Bishop et al. 1994). This is the case whether the valuation technique 

in question is contingent valuation (CV) or one of the methods that attempts to infer values from 

revealed-preference data. Hence, less direct forms of evidence about the validity of valuation 

techniques are required. 

The raging debate over CV, spawned in part by work smunding the Exxon Valdez oil 

spill (Carson et al. 1992; Hausman 1993), is a debate over the validity of the method. Though 

encouraged by the adversarial context of natural resource damage assessment, this debate is 

' Professor, Department of Agricultural Economics, University of Wisconsin--Madison, and 
Economist, USDA, Forest Service, Rocky Mountain Forest and Range Experiment Station, Fort 
Collins, Colorado, respectively. Research supported by the Rocky Mountain Forest and Range 
Experiment Station and the College of Agricultural and Life Sciences at the University of 
Wisconsin-mn. Thomas - C. Brown, Patricia A. Champ, Robert K. Davis, John Loomis, and 
Norman Meade provided many helpful comments on earlier drafts. This paper also benefited 
greatly from comments of the members of W-133. 



symptomatic of a more serious and fundamental gap in applied welfare economics. Advacates 

of CV are proposing that survey evidence about economic values be accepted in an arena where 

revealed preference evidence has long dominated. Progress in considering this proposal is 

hampered by a lack of consensus among economists regarding criteria for judging the validity 

of welfare estimates, and this is true whether revealed preference measures or CV measures are 

being considered. More succinctly stated, applied welfnre economics lacks a h x y  uf 

rnezi,-. The goal of this paper is to work toward such a theory. While we focus on CV, 

we believe that our work has implications for economic measurement more generally. In point 

of fact, revealed preference measures deserve much more careful and systematic scrutiny than 

they have received in the past and consistent criteria for revealed p r e h c e  and CV approaches- 

and other possible measurement tools-should be a long term goal. 

Lacking an economic theory of meammmt, CV researchers (e.g., Mitchell and Carson; 

Bishop et al. 1994, 1995) are tuming to other disciplines that have struggled to assess the validity 

of empirical measures of unobservable constructs, particularly psychology. In psychometrics, 

the validity of a measure may relate to its content validity, construct validity, or criterion validity 

(American Psychological Association; Sundberg; Zeller and Cannine; Bohmstedt). Each of 

these appmaches "offers a different stmtegy for assessing the measureconstruct relationship, and 

each is applicable to amtingent valuation in one way or another." (Mitchell and Catson, p. 190) 

This paper focuses on content validity. 

Content validity assessment involves evaluation of study design and exe~ution.~ Partly, 

Our definition of amtent validity assessment is significantly broader than that of Mitchell and 
Carson (pp. 190-192). They focus exclusively on examination of the s w e y  instrument, while we 
would include all aspects of study design and execution. 



it is guided by theory. Measured values will ultimately be interpreted as estimates of values as 

defined in theory. From a practical standpoint, this means that CV instruments materials must 

be designed in ways that would support revelation of true values by the consumer of economic 

theory. Hence, for a CV study to be fully content valid, respondents must have incentives for 

true value revelation and enough information to make utility maximizing choices. Content 

validity assessment also asks whether CV study procedures were designed to interact effectively 

with potential respondents. It is not hard to imagine a study that is strongly linked to theory, yet 

fails to deal well with real people. Through experience, CV researchers have learned this is not 

a trivial problem. Finally, to be content valid, the survey, subsequent analysis, and presentation 

of results must be adequately executed. Here, attention is focused upon such topics as sampling, 

response rates, and econometric procedures. 

Though most did not frame their work in terms of content validity, many writers on CV 

have addressed issues of study design and execution. The reference operating conditions of 

Cummings, Brookshire, and Schulze repesented an early attempt to explicitly state some validity 

criteria for CV studies, including content validity criteria. We draw much from Mitchell and 

Carson, particularly in the area of CV survey design. Recent contributions to the literature on 

procedural issues include the report of the NOAA Panel on Contingent Valuation (U.S. 

Department of Commerce) and the recent paper by Hanemann. 

Figure 1 will serve as the centerpiece for the paper. We propose it as a tool for 

systematically rating the content validity of CV studies. The rating form is our attempt to 

synthesize past literahre that relates, in one way or another, to CV content validity and our own 

experience as researchers. Our purpose is nat to attempt to set up ourselves or anyone else as 



ultimate authorities on the content validity of CV studies. Rather we hope simply to make 

content validity assessment more systematic and explicit. All of us involved in CV research 

consider some W e s  to be stronger than others. Such judgements are based in part on how well 

such studies appear to have been designed and executed. The rating form is intended to help 

reviewers, in their various mld ,  to be methodical in evaluating CV study procedures and clearer 

about their reasons for judging those procedures to be strong or weak. Hopemy, Figure 1 will 

also help those who conduct CV studies to improve procedures by explicitly stating a set of 

standards that others will likely use to judge what they have done. The rating form can be 

viewed as a checklist of considerations that should be addressed in designing and executing 

studies that aspire to high content validity. 

Figure 1 begins with 12 questions about the detailed study procedures. Points are to be 

assigned to the study under review depending on how well it did in addressing the issues raised 

under each question. After devoting some attention to preliminary matters in Section I of the 

paper, each of the detailed questions will be explained and justified in Section 11. Following 

the 12 d d e d  questions, the rating form asks reviewers to summarize their evaluations of study 

procedures by adding up the points on the individual items, by explicitly stating any concerns 

they have that were not covered by the W e d  questions, and by rating overall study procedufes 

on a five item scale ranging from excellent to unacceptable. Issues relating to the adding up of 

points and the overall rating are dealt with in the third section. At the end, the major points of 

the paper are summarized and some final thoughts offered. 

Obviously, judgements about the validity of any study will depend on more than its 

That is, those who, as journal reviewers, consultants to decision makers, expert witnesses, 
or in other such roles, are called upon to evaluate the merits of CV studies. 



content validity. Important additional evidence will come from subjecting study results to 

hypothesis testing based on theoretical expectations (i.e., construct validity testing). How CV 

has fared in laboratory and field experiments and other efforts to test its criterion validity will 

also be relevant. Such broader issues are beyond the scope of content validity assessment and 

are dealt with elsewhere (Mitchell and Carson; Bishop et al. 1994, 1995). 

I. PRFUMINARY ISSUES 

As a point of departure, let us suppose that a proposed "intewention" in the economy 

affects environmental attributes relevant to some human population. Such an intervention could 

take the form of a public project, an alteration in environmental regulations, or a new policy that 

somehow affects the environment. The intervention could also take the form of an accidental 

or intentional environmental insult such as an oil spill or emission of air pollutants. Suppose 

further that a CV study has been conducted to estimate the values that members of the affected 

human population place on enjoying the positive effects of the intervention or avoiding its 

negative effects. Content validity of such a study would be conducted in the context of two over- 

arching principles. 

First, content validity assessment is inherently a mat& of professional judgement. 

Because there is less than complete consensus about CV procedures, study designers and 

reviewers must inevitably hU back on personal judgement. At least for the time being, whether 

procedures are flawed and the seriousness of any flaws remains a matter for individual reviewers 

to judge based on their interpretations of their own work, if any, and the larger literature. It 



follows immediately that the cogency of the conclusions from a content validity assessment 

depend directly on the credentials of the reviewer. 

Second, the burden of proof regarding the validity of study's procedures rests with the 

researchers who designed and executed the study. Replication is problematical in survey 

research. Furthennore, CV procedures are far from standardized. As a result, content validity 

assessment involves an evaluation of the detailed study procedures. Researchers must make the 

case for the content validity of their studies. 

As we envision it, content validity assessment will q u i r e  reviewers to consider how well 

or poorly the study did in addressing a list of procedural issues. Our rating form (Figure 1) is 

designed to capture the d m  issues. We do not expect the issues raised there to be particularly 

controversial. However, we propose that reviewers answer each of the 12 detailed questions 

with a numaical scores. The maximum athhble numerical scores we assigned to the different 

dimensions are likely to be more controverskd. The current state of the art in CV leaves a great 

deal of room for debate on the relative importance of different aspects of study design and 

execution. To deal with this problem, Figure 1 is amenable to whatever weights a particular 

researcher or reviewer deems appropriate. 

As the review of any particular study pmceeds, potential flaws in procedures will almost 

certainly be identified. Such potential flaws will often not be judged fatal, though the possibility 

of Eatal flaws exists and will be dealt with later. Content validity assessment often involves the 

identification of g&ntial flaws. That is, in the course of the assessment, doubts arise about 



whether procedures followed might have led to biased results. In more colloquial terms, content 

validity assessment involves a search for what are commonly teamed "red flags." The more such 

red flags pap up during evaluation of a study, the less valid it will be judged to be. Our scoring 

system is designed to, in a sense, count red flags, or rather the lack of them. 

On any particular item in the form, some studies may easily receive full credit simply 

because an issue did not arise in that particular case. Other studies may lose points for having 

neglected to one degree or another the issue or issues highlighted in the question. Under 

particularly difficult circumstances, a study may receive a low score despite competent efforts 

to overcome a paaicularly knotty problem. This would simply reflect the difficult circumstances 

that are present in that Wcular case. It should be more diflicult to establish the content validity 

of CV studies in some situations than in others. 

Flaws may creep into CV studies through simple lack of foresight on the part of study 

designers. Furthemore, some flaws are knowingly accepted as compromises required to achieve 

other goals. For example, in some situations, a referendum format4 or some other mechanism 

with theoretically strong incentive characteristics may be very implausible to potential 

respondents. One might adopt a donation payment vehicle5 in such situations, notwithstanding 

its theoretical inferiority. Despite the fact that the d e r  made this compromise intentionally 

and after full consideration of the alternatives, the use of an incentive incompatible mechanism 

would reduce the content validity of the study (in our opinion!) and this should be recognized 

A referendum format frames the CV question in terms a voting for or against the intervention 
given that an affirmative vote will require some sort of payment. 

Framing a CV question around a donation vehicle means that subjects are asked about 
amounts they would donate toward implementation of the intervention if it is positive or toward 
avoiding it if adverse consequences predominate. 



in the score assigned under the question that relates to incentive compatibility (Question 5, as 

discussed below). 

11. THE DETAILED QUESTIONS 

Having laid a foundation for the rating form, we now look at its detailed questions, 

Question 1 through 12 in Figure 1. In each case, we explain the nature of the issues raised, 

attempt to assess their importance, and suggest the number of points that we believe that 

particular question warrants. 

(1) Was the -e v e  

Study designers may strengthen the link between theory and the CV exercise--thus 

enhancing content validity-by carefully defining, in theoretical terms, what is to be measured. 

The simplest model of the consumer's choice problem where environmental quality matters will 

illustrate. Such a consumer would solve the problem: 

max U(X;Q) subject to P'X I Y, 

where X is a vector of conventional goods and s e ~ c e s  that can be pufchased at exogenously 

determined prices P, Q is an exogenously determined vector conveying the status of 

environmental athi'butes a f f w g  consumer welfare, Y is income, and U(.) is a "well-behaved" 

utility function. Assume that the only effect of the intervention in question is to alter the status 

of environmental attn'butes, let us say from Q' to Q". 

Theory tells us that the maximum level of utility, arrived at by solving the choice problem 

just stated, can be expressed as an indirect utility function, V(P,Q,Y). Assuming that the 



Hichian compensating welfare measure is relevant, the "theoretical true value" of this 

intervention to the consumer, which we shall symbolize by T, is defined by 

v(P,Q1,Y) = V(P,Q" ,Y-T)* 

Now suppose a CV study is to be conducted to estimate the mean value of T for the 

policy-relevant population. The benefits of formally considering the theoretical true value are 

many, as even this simple model illustrates. For example, for respondents to arrive at their 

estimates of T, they would have to be "well informed" about how the intervention would affect 

relevant parameters of their choice problem. Respondents would not be well informed if 

infomation is unavailable to them that a theoretical consumer would find relevant in solving the 

utility maximization problem. 

Definitions of value should not only be clear, they should be "correct." That is, the 

researcher should make the theory fit the problem at hand. Some studies will be able to focus 

on effects of the intervention on environmental attributes alone, as we did in the model just 

presented. Other studies may have to deal with effects on prices, incomes, and other parameters 

as well. The timing of both effects and payments may affect true values. Where uncertainty of 

one kind or another is a potentially significant factor in the theoretical consumer's valuation 

problem. Designers of CV studies should carefully consider the definition of T applicable in 

their @cular case. Fonnal theoretical modeling of the valuation problem never hurts. Writing 

out the equations may seem mundane, but can prove helpful in identifying gaps and flaws in the 

information and context that will ultimately be provided in the CV scenari~.~ Clearly defining 

the theoretical true value appropriate in the particular application may help to successfully 

ti In CV jargon, the "scenario" is the part of the survey instrument that communicates to 
respondents what is to be valued and under what circumstances. 



address issues under many of the later questions on the form, especially Questions 3,4,5, 11, 

and 12. 

The rating form allows up to 5 points to be assigned to a study depending on how well it 

defined the true value or values it sought to measure. 

In the abstract world of theory, the environmental attributes affecting consumer welfare 

can be represented by including the vector Q in the direct and indirect utility functions. 

However, theory alone offers limited guidance regarding which actual attributes are relevant to 

real world study subjects and which are not. From the potentially large set of attributes of the 

environment that might be relevant in theory, a subset that human respondents believe affects 

their welfhre must be defined. 

Introspection and casual observation on the part of the researchers help to formulate 

working hypotheses about which attributes might be relevant. For example, it seems likely that 

attributes affecting human health are important to people. However, once such obviously 

relevant attributes are identified, it may be necessary to use more formal, empirical methods to 

sort out which attributes matter. CV studies often employ focus groups for this purpose. 

Researchers may also observe onesn-one i n t e ~ e w s  with subjects from the pool of potential 

respondents. Such in t e~ews  and particularly debriefing session with subjects aftenvards can 

help sort out the relevant attributes. Verbal protocols (Schkade and Payne) may be analyzed to 

further explore how respondents view the attributes. Such "qualitative research techniques," if 

competently &lied, will enhance content validity. 



We have allocated up to 10 points for this aspect. How many points to assign to a study 

will vary depending on the particular circumstances. Studies where respondent-relevant 

attributes are rather simple and obvious may earn the full 10 points after little or no qualitative 

research. Other interventions may have effects which are complex and less obviously relevant 

to people. In such cases, reviewers might assign fewer than 10 points in recognition of the 

inherent difficulty of the problem. 

O! were w 

Following determination of the environmental attributes relevant to potential study 

subjects, the next step in study design is to document how the intervention will affect those 

attributes. This is normally done by finding out what physical and biological scientists know 

(and do not know) about the effects of the intervention. Impacts on non-environmental 

parameters such as prices and incomes also need to be documented in cases where they could 

occur. The more thoroughly such effects were investigated and documented, the higher should 

be the score on this item. 

Once potential effW of the intervention are documented, an instrument to communicate 

them to xqxmchts must be designed. Real world respondents may come to CV exercises with 

a great deal of information or no knowledge at all regarding the relevant attributes of the 

environment.' How much knowledge they have prior to the survey must be considered and 

' There is an ongoing debate among environmental economists about whether the status of an 
attribute can be "relevant" to consumers who are not aware of it. For one view that has found its 
way into print, see Bishop and Welsh. Basically, that paper argues that, as a practical matter, real 
world consumers can not be expected to have full knowledge about all the things affecting their 
welfare. Obscure and even unknown environmental resources could have value to them. 



perhaps assessed in advance through qualitative research. For respondents to be well informed, 

the knowledge they bring to the CV exercise may need to be augmented with information 

provided in the scenario. 

All else equal, the communication burden placed on the CV scenario will likely be less 

when respondents have experience-based prior knowledge, than when their prior lcnowledge was 

based on media accounts and hearsay. Accordingly, studies that can build their scenarios on 

experiential knowledge will have the easiest time establishing their content validity. Those that 

must start from a very limited or nonexistent lcnowledge base will have the most difficult cases 

to make. 

In recognition of the' importance of this aspect, the rating form allows up to 10 points to 

be assigned depending on how well the study documented and communicated the potential effects 

of the intervention. 

14) W e r e  of of of the 

Because true values are defined in a framework involving budget-constrained utility 

. . maxlrmzaton, many, including the NOAA Panel, argue that study subjects ought to be explicitly 

reminded of their budget constraints. Failure to do so would reduce the content validity of a 

study in the eyes of many potential reviewers. 

Thus fix, only the dements of the vector Q that would be affected by the intervention have 

been considered. Theory tells us that the value of environmental amenities affected by the 

intervention may depend on the status of other amenities that are substitutes for the potentially 

affected ones. Content validity may, therefore, be enhanced by assessing respondents' 



knowledge of the existence and status of substitutes during qualitative research and, if necessary, 

adding i n f o d o n  about substitutes to the scenario. Furthermore, the range of substitutes may 

extemd beyond environmental substitutes and include other public and private goods. Presumably 

complements should also be considered, but there is less emphasis on them in the thinking of 

many scholars, including members of the NOAA f an el.^ 

Figure 1 recommends up to 5 points be awarded, depending on the reviewer's judgement 

as to whether subjects were cognizant of their budget constmints and well informed about 

substitutes. 

In addition to providing respondents with needed information about the effects of the 

intervention, a CV scenario will normally provide them with what we shall term the "context for 

valuation." Context refers to all dimensions of the proposed transaction dealing in one way or 

another with the how decisions about the intervention will be made and how money referred to 

in the CV question will be transferred. Whether the money will be paid to or received by 

respondents needs to have been clearly spelled out. Points might be lost, for example, if the 

nature of the value to be expressed was vague (e.g., asking "What is it worth to you?"). 

Whether the value is to be that of the individual or of the household needs to be clearly stated. 

Who else will be paying or receiving payment (the so-called "extent of the market," see Smith) 

may matter for environmental amenities with public goods characteristics. Certainly, theory 

* The extent to which it is necessary to explicitly deal with budget issues and substitutes in CV 
d o s  remains a subject for further research. At least one published study (Loomis, Gonzalez- 
Caban, and Gregory) has f d  stalktically indistinguishable results whether budget constraints and 
substitutes were mentioned or not. 



dictates that the timing of payments has relevance to valuation. A valid CV study will strive to 

make the context of valuation as complete as possible. 

Furthermore, theory raises some rather stern warnings about the incentive properties of 

CV scenarios. Incentive compatibility of payment mechanisms is an issue even for amenities, 

such as recreational opportunities, with private-good characteristics. It is well known, for 

example, that sealed-bid auctions create incentives to bid less than one's maximum willingness 

to pay, whereas a Vickery auction should lead to full value revelation, all else equal. This 

theoretical result may have practical relevance to studies using an open-ended CV format. 

Where environmental amenities take on public-good characteristics, incentive issues are 

magnified because of the possibility of free riding and strategic responses. The theoretical 

strength of the r e f d m  fmmat in this context are widely accepted (e.g., Mitchell and Carson 

and Hoehn and Randall) and led the NOAA Panel to advocate heavy reliance on referenda in CV 

studies for purposes of damage assessment. In such circumstances, use of referendum formats, 

as opposed to voluntary donations, for example, would enhance content validity in the eyes of 

many reviewers. In our weighting scheme, if the context for valuation is complete and fully 

incentive compatible, it would be awarded 10 points. Studies with incomplete contexts would 

fare less well. Fewer points would also be assigned to studies with scenarios that are incentive 

incompatible in recognition of the potential confusion or strategic responses that such scenarios 

might induce. 

(6' D ~ N ~ Y  Y 
. . 

'o? -ve the scenario? 

CV researchers and others (e.g., the NOAA Panel) have come to recognize that it is 



important that the scenario not only be communicated effectively, but that respondents it. 

A study subject accepts the scenario when he or she implicitly agrees to proceed with the 

valuation exercise based on the information and context provided. Scenario rejection can lead 

either to poor quality valuation data or item non-response for CV questions. 

Content validity would be enhanced if respondents not only accept the scenario, but 

believe it. Those writing on CV often emphasize that it involves "hypothetical" valuation, but 

some scenarios are more hypothetical than others. In many settings, asking study subjects to play 

"what if" games in order to value the intervention is unavoidable because a fully believable 

scenario is impossible to construct. However, in some circumstances, it may be possible to 

construct a scenario with a high degree of plausibility. 

An example from the author's current research will illustrate. The work focuses on 

possible modifications in how Glen Canyon Dam on the Colorado River is operated. Changes 

may be needed to prdect and enhance resources downstream in the Grand Canyon. Modifying 

dam uperalions would reduce its ability to generate electricity on-peak. A very likely result will 

be increases in how much some households in s e v d  western states will pay for electricity. One 

sampling frame for the CV study on this problem is the potentially affected electricity 

consumers. A r e a d u m  format is being used and the payment vehicle for this sampling frame 

will be electricity costs to these households. Focus groups showed that subjects found it very 

plausible that they would have to pay more for electricity if dam operations are modified. This 

enhances the credibility of their responses. 

The rating form suggests that reviewers assign up to 10 points depending on their 

evaluation of whether respondents accepted the scenario and whether they found it believable. 



To earn all 10 points a study would have to demonstrate rather unambiguously that respondents 

both accepted and believed the scenario. We would personally assign a fairly high score, 

perhaps 7 or 8, to a study that was very forthright about the hypothetical nature of the valuation 

exercise (thus foreclosing belief), but showed clear evidence that respondents nevertheless 

accepted the scenario. Whether respondents accepted and believed the scenario is admittedly 

difficult to determine, but some evidence can often be mustered. After careful consideration of 

the instrument, reviewers will no doubt form judgements about the plausibility of the scenario 

and the potential for scenario rejection. Furthermore, whether potential respondents accept and 

believe the scenario can be intentionally evaluated during focus groups and other p&wes 

followed during qualitative phases of the research. Reports of such activities may help to 

reviewers evaluate these two dimensions. Furthermore, debriefing questions may be included 

in the survey to help determine rates of acceptance and belief. 

. . 

CV surveys typically include many questions other than those intended to elicit values. 

Several different objectives may be involved. For one, CV researchers often find it desirable 

to investigate reqondents' motives for answering CV questions as they did. The exact form of 

such questions depends on both the form of the CV question and the researcher's judgement. 

For example, openended CV questions are often followed by questions designed to tell explore 

what respondents intended'when they responded with a zero. A respondent may actually have 

had a zero value for the intervention, but a zero may also have been intended to communicate 

that the respondent did not know her value, refused to place values on the intervention, rejected 



the scenario, or hoped that her response would reduce fees actually paid. The NOAA Panel, 

which, as noted already, recommended that a referendum format be used, also recommended that 

voting be followed by a question in an apenaded format asking respondents to explain why they 

voted as they did. 

Additional questions may be included in the survey to provide evidence of its content 

validity. For example, appropriately worded questions could help evaluate whether respondents 

understood descriptive material in the scenario. Many past studies have included follow-up 

questions to attempt to identify strategic responses. 

Other questions may also be included to assess the EPPglYEI validity of the study. 

Construct validity tests normally involves hypotheses about relationships between answers to CV 

questions and other variables either in cross tabulatiom or in multipleregre&on analyses (Bishop 

et al. 1994). Many types of questions can be included in the'survey to support such analyses. 

For example, the NOAA Panel recommended cross tabulations of valuation responses with 

income, knowledge of the site, prior interest in the site for visitation or other reasons, 

environmental attitudes, attitudes toward big business, distance of residence b m  the site, 

understanding of the valuation task, and willingness and/or ability to perform the task. 

Such w e y  questions need to be scrutinized as part of content validity assessment. Only 

if they are well designed will responses provide supporting data needed to meet the various 

objectives just noted. Because such questions are so important for construct validity testing and 

other purposes, the rating form assigns 10 points to this dimension. 



Mail surveys are attractive to CV researchers because they are the least expensive of the 

major modes. There also may be methodological reasons for choosing a mail approach. Mail 

is preferred by some researchers because mail instruments give them complete control over the 

information and context communicated to potential respondents. Other researchers shy away 

from mail surveys because of limited reading skills of potential respondents from the general 

population, even in the US and other countries where literacy rates are relatively high. 

Furthermore, even the more literate respondents may be reluctant to try to read and digest large 

amounts of written material about the intewention and its consequences. 

Telephone i n h e w s  are more expensive than mail surveys and are limited in the amount 

of information and context that can be communicated during a brief phone call. Effective 

communication may require presenting respondents with visual aids such as charts, graphs, and 

photographs. This will not be feasible in a survey conducted entirely by phone. On the other 

hand, it is somewhat easier to get reasonably high response rates by phone than by mail and 

reading skills are not inv~lved.~ 

Personal interviews can make communication easier because of the personal contact 

between respondent and interviewer. More information can normally be provided than would 

be possible by mail or over the phone. Conducting surveys in person may increase response 

rates. However, in-pemm surveys with high response rates are very expensive. Likewise, the 

presence of an interviewer may influence responses. 

Some researchers believe that use of the telephone for solicitation of sales, donations, and 
political support, sometimes in the guise of surveys, may be eroding the effectiveness.of the 
telephone mode for actual surveys. 



From the perspective of content validity assessment, survey mode must be appropriate for 

the study goals and the complexity of the information and context that need to be communicated. 

If the goal is to value a recreatonal experience that is quite familiar to respondents, for example, 

then a mail survey may be quite adequate. If the goal is to estimate non-use values for a spill 

that had complex impacts on environments unfamiliar to respondents, then, as the NOAA Panel 

recommended, personal inte~ews would appear to have a large advantage. Using a mail or 

telephone survey in such a situation would be grounds for questioning the content validity of a 

study. This is not to say that a mail or telephone survey would necessarily be ruled out. 

However, in the eyes of many CV resadwn, an extra burden of proof would rest on the study 

team to provide evidence that the mail or telephone procedures worked well. 

Many CV d e r s  stress the importance of survey mode and we agree by assigning up 

to 10 pints to this item. 

1 Were . . 

Once survey designers have roughed out an instrument and related documents based on 

their understanding of how respondents will react, qualitative research is often needed to refine 

the inst,rument.l0 For example, focus group participants may be asked to complete a draft mail 

survey and theri discuss it with the group leader. Or, an instrument designed for personal 

interviews can be tested in observed interviews. During such interviews, and afterwards in 

debriefing sessions with the subjects, researchers can try to identify ways that the instrument is 

being misinteqmted or if information provided is incomplete or otheNVise inadequate. Possible 

lo Circulating the instrument to knowledgeable colleagues for review may also be helpful. 
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improvements can be tested as well. Qualitative testing should not only involve verbal materials 

but also any photographs or other visual aids. 

- - 

Formal pretesting and piloting" of a nearly finished instrument may also improve it. 

Statistical analyses of responses provides a preview of what to expect in the final results and can 

help diagnose problems. Interviewers often help to identify places where in-person and 

telephone q u e s t i d  can be improved. Interviewers can also be instructed to record verbatim 

any remarks by respondents about the survey questions and information presented. Though less 

effective, subjects iq mail pretests and pilots can be asked to write comments in the margins. 

A subsample can be contacted by telephone to probe for flaws in a draft mail instrument. 

Through such procedures, the study design can be tested under field conditions, enhancing 

content validity in the process. 

Though we share the now commonly accepted view that qualitative research can be 
- 

invaluable in the design of CV surveys, its limitations in supporting validity must also be 

recognized. The typical study report will include only a terse statement such as, "Four focus 

groups were conducted." Little or nothing is said about the extent to which the focus groups 

succeeded in working the "bugs" out of the instrument and associated documents. Standard 

procedures for applying qualitative research tools and reporting the results do not exist, or at 

least have not found their way into everyday practice in economics. This may be a fruithl area 

for research. In the meantime, reviewers of CV studies may have to take the "quality" of 
- 

l1 Pretests are distinguished from pilots by their small and more convenient samples. The goal 
of pretests is to identify major problems with the instrument and survey execution procedures that 
will be apparent even for small samples. Question wording that will confuse large numbers of 
respondents or lead to large item non-response may become apparent, for example. Pilot studies 
are conducted to further refine question and information wording, test proposed procedures for the 
final survey under field conditions, and investigate the likely statistical properties of final results. 



qualitative work more or less at face value. An exception may be litigation, where details about 

procedures and results can be ferreted out from audio and video records, from written reports 

entered into evidence, and from depositions and cross examination. 

CV can be applied in such diverse settings that generahitions are not possible regarding 

how much qualitative research, pretesting, and piloting are needed in any particular case. At one 

extreme are studies of relatively straightforward interventions, where there is a long history of 

past research upon which to draw. In such cases, instruments may require little preliminary 

testing. At the other extreme are non-use studies involving environmental resources u n M a r  

to large numbers of potential respondents. Hence, judgements about the appropriate amount of 

preliminary work must take specific circumstances into account. Up to 5 points are to be 

assigned to this aspect under our version of the rating form. 

Adequate population definition, sampling, and survey p d u r e s  depend on study 

objectives. To allow for this fact, we will distinguish between two different kinds of studies. 

Some studies involve exclusively methodological goals. One might, for example, design a study 

to compare the results of open-ended CV questions with those from a bidding game for the same 

amenity. Other studies have as a major goal the estimation of values for a population of 

individuals, either in the amtext of policy analysis or litigation. For convenience, we will term 

the former "methodological studies" and the latter "applied studies." Applied studies may also 

have methodological goals. Their distinguishing feature is that they have the ultimate goal 

generalizing results from sample to population. 



For methodological studies, procedures for choosing subjects and allocating them among 

treatments are mostly a matter of common sense. Where new CV procedures or hypotheses 

about CV data are to be tested, one would hope to eventually conclude something about how CV 

would perform in applied studies under normal circumstances. Hence, one might not want to 

choose kindergartners as subjects. Content validity might suffer a bit if only undergraduates 

were used as subjects since their responses might be very different from general population 

samples used in many CV studies. However, at the other extreme, Eastidious sampling from the 

general population or some other group would normally not be required for methodological 

studies. If the goals of the research are purely methodological, the self-selection bias inherent, 

for example, in recruiting from the general population subjects who are willing to come to a 

laboratory and participate in an experiment would probably not be a large red flag in most 

researchers' and reviewers' judgement. In studies involving multiple treatments, assignments 

to cells should, of course, be random. In field (as apposed to laboratory) studies, follow-up 

procedures to increase response rates could normally be less rigorous than in an applied study. 

In sum, the validity of implementation steps for methodological studies focus mainly on the 

reasonableness of the procedures in light of the study goals.12 

Applied studies, on the other hand, must satisfy more rigorous standards as Ear as 

sampling and response rates are concerned. Either random or stratified random samples are 

required which will support extraplation of value estimates from sample to population. 
- 

Furthermore, potential non-response bias must be addressed. The best way to head off non- 

l2 This relaxed attitude toward methodological studies does not carry over to most other aspects 
of study design. In fact, one might argue that, in most respects, the requirements for design of 
methodological studies should be even more rigorous than for applied studies. 



response bias is by gaining a high response rate in the first place. Survey researchers have well 

developed procedures for doing so. Various methods to gain a rough idea of the potential 

seriousness of non-response bias are available. An example would be to compare reported 

socioeconomic c-cs of respondents with published statistics for their Census tracts. In 

some cases, population statktics are available in dlicient detail to allow weighting of the sample 

to represent the population. Careful attention to this issue enhances content validity. 

Up to 10 points can be allocated to a study depending on how well it dealt with sampling, 

non-response, and related details within the context of its overall objectives. 

(Jl? Was the 

Once the responses are in, high content validity requires that the data be competently 

coded and entered into usmputer files for analysis. Success here again is simply a matter of 

using common sense. For example, verification of data is often facilitated by entering it twice 

and reconciling the data files. 

The analysis itself should employ econometric procedures that are appropriate to the data 

and the inferences that are to be drawn. Economists are normally well trained in this area. 

Assessing this aspect of content validity is mostly a matter of verifying that analysts have 

employed their tools properly. We assign 10 possible points to this aspect. 

The final step in sbdy execution involves reparting sbdy design and execution procedures 

and study d t s .  Needs here will vary depnding on study goals and the expected audience for 



the report. A journal article might stress technical and methodological details, while a report for 

policy makers might stress final results and policy implications. Study reports should reflect 

such objectives. 

Content validity assessment itself requires rather complete reporting. Because the burden 

of proof for content validity rests with the researchers, studies that do not provide thorough and 

complete reports can not be presumed to have high content validity. This no doubt was part of 

the motivation for the NOAA Panel's rather severe requirements for reports: 

Every report of a CV study should make clear the definition of the population sampled, 
the sampling frame used, the sample size, the overall sample non-response rate and its 
components (e.g., refusals), and item non-response on all important questions. The report 
should also reproduce the exact wording and sequence of the questionnaire and of other 
communications to respondents (e.g., advance letters). All data from the study should be 
archived and made available to interested parties . . . 

From the somewhat broader perspective taken in this paper, the ideal study report would also 

include a clear statement of the study goals, a definition of the true value to be estimated, a 

description of the intervention and its effects on environmental amenities, and a fairly d d e d  

summary of the procedures followed throughout the study. 

The rating form asks reviewers to assign up to 5 points for this aspects. 



Once the detailed study procedures have been scored, the rating form suggests that the 

reviewer add up the points. Some reviewers may wish to skip this step, arguing that it implies 

a degree of quantitative precision fix beyond what can be hoped for under the current state of the 

art in CV. We can certainly appreciate the reasons for such a resewation. We would 

nevertheless encourage reviewers to struggle with the numbers, including their aggregate value. 

We believe that doing so will promote balance in appraisals of content validity. In considering 

such a complex set of issues, one may tend to focus too much attention on some aspect that 

seems particularly well done or innovative, or on some fJaw that is particularly glaring. Without 

the discipline imposed by assigning and summing the numbers, too little weight may implicitly 

be assigned to other study procedures that were done well or poorly. Struggling with the 

numbers and aggregating them will help avoid such imbalances. Furthermore, it may encourage 

deeper consideration of the criteria themselves. Particularly after several applications of the 

rating f m ,  one may feel that the soore for a given study seems too high or too low. If so, this 

may indicate that the weights on the individual items are not in keeping with that reviewer's 

more fundamental judgements about the relative importance of the various issues raised in the 

individual detailed questions. The weights may need to be adjusted. In the process of 

considering this issue, reviewers can force themselves to more carefully consider the criteria they 

apply and the relative importance they place on different criteria. 

(14) Are to & e e  



At this point, before the final step in the rating process, we confront two problems. First, 

CV study procedures still involve many dimensions about which widely-respected researchers 

disagree. There may well be dimensions that some feel are essential that are not even mentioned 

here. Second, Question 14 will come into play when special circumstances not ordinarily faced 

in CV studies are present. For example, timing of survey administration may be an issue in 

some circumstances but not in others. Suppose injuries due to a large oil spill are to be valued. 

Doing a CV study too soon afterward might be challenged on the grounds that respondents were 

still in a state of shock and outrage, and answered the survey in ways that reflected emotions of 

the moment. Resulting value estimates would be of questionable validity because they might not 

be robust over time. 

Question 14 provides the opportunity for reviewers to write in concerns and issues not 

raised elsewhere in the rating form, including those that were more or less unique to the 

particular study being reviewed. 

The final step in the content validity assessment is to sum up the reviewers overall 

evaluation of the study by responding to Question 15. 

LlQ c c o w -  
. . 

14, how w- 
overall? 

The response to this question should help interpret the numerical scores and particularly 



the total points. Suppose, for example, that a study received an aggregate score of 50 points. 

Such a score would surely mean the reviewer had many concerns, but might not be sufficient to 

convey just how serious those concerns were. A score of 50 would almost certainly be 

inconsistent with a rating of "excellent" or even "good," but would not convey whether the study 

was judged "fair," or "poor" or even "unacceptable." The qualitative rating in the final question 

should help to clarify how serious the potential flaws in the study were judged to be. Adkg 

of "umuqbble" would sim that a study had fatal flaws. This response would be appropriate 

if the study failed to meet the reviewer's minimum standards under any of the detailed questions 

in Figure 1 or a combination of questions or if concerns described under Question 14 were 

particularly compelling. Suppose, for example, that a study employed telephone interviews in 

a way the reviewer judged to be not at all adequate to provide sound CV data. Such a study 

would fail to meet this reviewer's minimum r e q h e n t s  under Question 8. The reviewer would 

declare the study unacceptable under Question 15 regardless of the total points it earned when 

the W e d  question scores were added. A study that failed to communicate well, neglected to 

provide a minimally adequate context, or failed miserably elsewhere should simply be identified 

as unacceptable. 

The link between study goals and the criteria for htal flaws is important to remember. 

A study designed to be a first preliminary investigation of benefits or natural resource damages, 

for example, should not be held to the same standards as one that is designed to serve as a basis 

for an important policy analysis or a final damage estimate. A low-budget study designed to 

serve primarily as a student project might leave many loose ends that would be unacceptable in 

a study destined to be used to set damage in an important court case. 



IV. SUMMARY AND SOME FINAL THOUGHTS 

In this paper, we have attempted to clarify and systematize an approach to content validity 

assessment for CV studies. A content valid CV study is rooted throughout in a clear theoretical 

definition of the true value of the intervention. At the heart of such a study will be its scenario. 

Based on welldocumented evidence of the respondent-relevant effects of the intervention, a 

sound scenario effectively communim the potential effects of the intervention to respondents. 

It includes whatever informalion they need regarding substitutes for the environmental resources 

in question and may need to remind them of their budget constraints. It also includes a fully 

specified and incentive compatible context for valuation. It does all this in ways that potential 

respondents will accept and, if possible, believe. 

Looking beyond the scenario, a content valid survey instrument will include welldesigned 

questions to support construct validity testing and achieve other goals. The mode chosen for 

administering the survey will be appropriate to the complexity of the scenario and the ultimate 

goals of the study. Prim to administration, the instrument will have been subjected to sufficient 

qualitative investigation, pretesting, and, if needed, piloting to work out as many bugs as 

possible. Econometric analysis of the results will have been adequately performed and final 

results effectively reported. 

When studies fall short of these ideals, as nearly all will, they may still have substantial 

merits. Content validity is normally a matter of degree. However, some studies will fall below 

minimal standards and be judged content invalid. Othex studies, though they may not be rejected 

outright, may still be viewed with substantial Mans because of possible flaws in design and 

execution. 



To admit evidence from surveys into applied weware studies, where revealed-preference 

data have historically dominated, would be a big step for economists. Whether contingent values 

ought to be considered "admissible evidence" should be approached in a cautious, but open- 

minded, way based on carefully thought out "rules of evidence." Thus do the social sciences 

progress. Drawing on its sister disciplines, economists can evaluate this new direction based on 

content, construct, and criterion validity. Content validity deserves more attention if real 

progress is to be made. 



Figure 1 

CONTENT VALIDITY RATING FORM FOR CONTINGENT VALUATION STUDIES 

(1) Was the theoretical true value clearly and correctly defined? 
. . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5 points) 

(2) Were the environmental attributes relevant to potential 
subjects fully identified (10 points). . . . . . . . . . . . . . .  
(3) Were the potential effects of the intervention on 
environmental attributes and other economic parameters adequately 
documented and communicated? (10 points) . . . . . . . . . . . .  
(4) Were respondents aware of their budget constraints and of the 
existence and status of environmental and other substitutes? 
(5 points) . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
(5) Was the context for valuation fully specified and incentive 

. . . . . . . . . . . . . . . . . . . . .  compatible? (10 points) 

(6) Did survey participants accept the scenario? Did they 
believe the scenario? (10 points) . . . . . . . . . . . . . . . .  
(7) How adequate and complete were survey questions other than 
those designed to elicit values? (10 points ) . . . . . . . . . .  

. . . . . . . .  (8) Was the survey mode appropriate? (10 points) 

(9) Were qua1 itative research procedures, pretests, and pi lots 
sufficient to find and remedy identifiable flaws in the 
instrument and associated materials? (5 points) . . . . . . . . .  
(10) Given study objectives, how adequate were procedures 
employed to choose study subjects, assign them to treatments (if 
applicable), and encourage high response rates? (10 points) . . .  
(11) Was the econometric analysis adequate? (10 points) . . . . .  
(12) How adequate are the written materials from the study? 
(5 points) . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
1131 TOTAL POINTS:. . . . . . . . . . . . . . . . . . . . . . . .  



Figure 1 (continued) 

(14) Are there other concerns relating to the design and execution of the 
study that have not already been addressed? 

(15) Considering the issues raised in Questions 1 through 12, your total 
score as calculated for Question 13, and any additional issues raised under 
Question 14, how would you rate this study overall? 

Excel lent 
Good 
Fair 
Poor 
Unacceptable (Study Fatal ly Flawed) 
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IMPROVING VALIDITY EXPERIMENTS OF CONTINGENT VALUATION 
METHODS: RESULTS OF EFFORTS TO REDUCE THE DISPARITY OF 

HYPOTHETICAL & ACTUAL WILLINGNESS TO PAY 

ABSTRACT 

Independent samples and paired responses of adults were used to test differences between 

hypothetical and actual cash willingness to pay (WTP) for an art print. One of the treatments 

used a standard open-ended WTP question. The other attempted to overcome hypothesized 

reasons for divergences between cash and hypothetical WTP by requesting that respondents not 

report what they thought a fair price was for the good, but rather to act as if this was a real 

market and to take their budgets into consideration. The results suggest rejecting the equality 

of hypothetical and actual WTP, but the differences are smaller than in other similar recent 

experiments. Our open-ended WTP question format resulted in hypothetical WTP that was two 

to three times larger than actual WTP. 



I. TESTING CRITERION VALIDITY OF CONTINGENT VALUATION 

One of the long standing criticisms of the contingent valuation (CV) method is that stated 

willingness to pay (WTP) may be a poor indicator of actual WTP. Although there have been 

over a thousand applications of CV (Carson et al. 1994), few studies have examined the validity 

of CV responses, and fewer still have tested criterion validity. Criterion validity tests of CV 

compare hypothetical WTP to actual cash payments. The scarcity of criterion validity tests may 

reflect the difficulty in finding or creating a criterion-an actual cash measure to which the 

hypothetical (contingent) measure is appropriately compared. 

Past criterion validity tests of CV have been of two basic types: field experiments and 

laboratory experiments.' The field experiments fall into two groups: those of WTP for hunting 

permits (Bishop and Heberlein 1979; Welsh 1986), and those involving contributions (essentially 

donations) towards environmental improvements (Seip and Strand 1992; Duffield and Patterson 

1992; Champ et al. 1994). The latter set of studies has the advantage of focusing on public 

goods, which is an important focus of CV, but are potentially subject to free-riding when 

measuring actual payments because they use a donation payment vehicle. Both types of field 

experiments are difficult to arrange and expensive to administer, which has led several 

researchers to employ laboratory experiments. 

Lab experiments comparing actual cash and hypothetical WTP have the advantage of 

careful control of procedures, use of a w e l l d e f d  good, and avoidance of free riding. Most 

lab experiments have used common market goods,2 such a chocolate bar (Kealy et al. 1988), a 

house plant (Boyce et al. 1991), a painting or map (Neill et al. 1994), and a juicer, calculator, 

or box of chocolates (Cummings et al. 1995). Our study has important similarities to the Neill 

et al. study. Their study included two experiments in which, in the actual payment conditions, 

student subjects were required to pay "out of pocket" with their own funds, although short-term 

interest free loans were available. In the first experiment, hypothetical open-ended statements 

of the maximum WTP for an original painting were compared with another group's real money 

One exception to this is the comparison by Brookshire a d  Coursey (1987) of a field CV with a laboratory 
use of a Smith auction for valuing changes in tree density of a neighborhood park. 

An exception is Coursey et al.'s (1987) Vickery auctionstudy of payment to avoid experiencing a foul-tasting 
liquid-a private good, but certainly not a typical market good. 



bids for the painting elicited in a Vickery (second price) auction. In the hypothetical condition, 

subjects were asked, "if the painting were to be made available for you to purchase here and 

now, what is the maximum amount that you would pay for it?" Mean payments were $38 and 

$9 in the hypothetical and actual payment conditions. In the second experiment, which involved 

bidding for a framed map, hypothetical payments were nine times actual payments (once bids 

above $1000 were omitted) and a third condition-using a hypothetical Vickery auction-verified 

that the difference between hypothetical and actual payments was not attributable to the 

difference between the open-ended and second price auction elicitation procedures. 

The rationale for such studies as indications of the validity of CV (Cummings et al. 1995) 

is that estimating WTP for a private market good should be easier for subjects than estimating 

WTP for a nonmarket good (i.e., if people cannot estimate what they would pay for an 

observable private good, then how can they estimate what they would pay for a complex and 

unfamiliar environmental good?). However, using market goods to test criterion validity may 

encounter its own unique problems having to do with price cues. First, in stating their WTP 

in the hypothetical market, some individuals may state what they believe a fair price is or what 

they guess the market price to be, rather than what they would pay. If some subjects perceive 

their task as playing the "price is right", this reduces the insight these experiments provide to 

estimating the value of public goods for which no obvious price exists. Second, some subjects 

may answer what they would pay if they were in the market for such a good, rather than what 

they would pay now if given the opportunity to actually purchase the good. Further, respondents 

may project into a less constrained environment when answering the hypothetical WTP question 

as compared to the actual payment question. For example, they might be stating what they 

would pay after payday. These conditions often do not parallel the cash experimental treatments 

where respondents are asked to pay, here and now. 

Another issue raised by the set of previous criterion validity studies is whether it is 

essential to estimate hypothetical and actual WTP using independent samples. Most of the 

studies listed above used independent samples, but the Seip and Strand (1992), Kealy et al. 

(1988), and Boyce et al. (1991) studies asked the same respondents to participate first in 

hypothetical and then in actual payment conditions. Were these latter three studies subject to 



order effects, whereby subjects' hypothetical responses affected their later actual bids? We 

compared independent and sequential @aired) actual WTP responses to help answer this 

question. 

Our research objectives were to (1) compare estimates of hypothetical and actual WTP for 

a market good; (2) test whether some of the disparity between hypothetical and actual WTP for 

a market good can be removed by carefully instructing respondents in the hypothetical treatment 

to answer the correct question; and (3) compare independent sample responses of actual WTP 

with sequentiallpaired responses. To avoid potential problems with using student subjects to 

estimate payments, we used nonstudents. 

II. RESEARCH DESIGN 

A laboratory experiment was designed to compare estimates of WTP elicited using an open- 

ended question format in both hypothetical and real markets for the same good. The experiment 

had three treatments: (1) WTP(h:no reminder), where hypothetical WTP was asked in a manner 

similar to a standard CV survey, (2) W(h:reminder), where hypothetical WTP was asked after 

subjects were reminded not to give what they think a fair price is or what the good sells for and 

to act as if they were in a real market with their real budget, and (3) WTP(a), where actual WTP 

was requested. 

As Table 1 indicates, the experiment used three sessions, each with a separate sample of 

respondents. Session 1 used treatments 1 and 3, session 2 used treatments 2 and 3, and the last 

session used only treatment 3. When the WTP(a) treatment is administered after a hypothetical 

WTP treatment, the resulting WTP measure is designated below as W ( a & ,  where "p " indicates 

a measure "paired" with a hypothetical measure. 

Our first objective, to compare hypothetical and actual WTP, was tested with the following 

null hypotheses: 

1. WTP(h: no reminder) = WTP(a) 

2. WTP(h:reminder) = WTP(a) 

3. WTP(h:no reminder) = WTP(aJ 

4. WTP(h:reminder) = WIT(%). 



WTP(a), the independent measure of actual WTP, was considered the criterion for the validity 

test because it was not potentially contaminated by a hypothetical WTP treatment. Tests of 

hypotheses 1 and 2 are therefore the principal criterion validity tests. Although the actual WTP 

responses used in hypotheses 3 and 4 are conditional (i.e., potentially subject of order effects), 

they do provide comparison in which differences among respondents are controlled. 

Our second objective, to see if disparity between hypothetical and actual WTP could be 

lessened by careful reminders to respondents in the hypothetical treatment to estimate their WTP 

as if the good were redly for sale, was tested with the following null hypothesis: 

5. WTP(h:reminder) = WTP(h: no reminder). 
- 

We also performed multi-variate tests of the hypothesis that without the reminder subjects report 

what they think the object sells for rather than their own personal WTP. 

Our third objective, to compare separate and paired (sequential) estimates of actual WTP, 

was tested with the null hypothesis that the hypothetical WTP question would have no effect on 

subsequent actual WTP. The two paired measures of actual WTP allowed two tests, where pl  

refers to the session 1 measure and p2 refers to the session 2 measure: 

6. WTP(a) = WTP(%,) 

7. WTP(a) = WTP(%,). 

III. EXPERIMENTAL DESIGN 

Subjects 

University clerical and administrative staff in academic and non-academic units were 

recruited and paid $20 for attending a 45 minute session on campus. The sample sizes are given 

in Table 1 and range from 30 to 35 people per session. The same researcher conducted all of 

the sessions, following a script that was identical except for treatment effects. 

Nature of the Good 

The good chosen for the experiment-an art print-reflected several desirable features. 

First, art print. are infrequently purchased and different prints sell at quite different prices, so 



people would not be likely to know the market price of a given print. The objective was to 

minimize the likelihood that respondents would simply state its known market price. Second, 

the good had readily observable characteristics, so there was minimal ambiguity in terms of what 

the product was. Finally, the good was not too expensive, so it could be paid for in cash or 

from the current balance in respondents' checking accounts. 

We pretested several wildlife art prints on a separate sample of university staff, and settled 

on a signed wildlife print of a wolf standing in a forest. Using the wolf print, we conducted five 

pre-test sessions with different samples of university staff to better understand the thought 

processes used in both the actual cash and hypothetical market scenarios. Based on wrap-up 

discussions and written comments elicited during these sessions, several revisions were made to 

procedures and instructions. Changes included adding questions for respondents to rate the 

prints prior to the auction, changing the wording in the reminder statement to counter tendencies 

of the respondents to not fully consider their current budget, and adding phrases to the actual 

payment treatment making it very clear that the print was really going to be sold. This process 

continued until respondents' comments indicated they understood the task before them in each 

treatment as we intended. 

Setting of Enperiments 

All the sessions were held in a classroom with participants sitting at every other seat to 

maintain privacy and avoid discussion among participants. At the beginning of a session, 

participants were individually shown the art print. They were then asked to rate, using a five- 

point Likert scale, how well they liked the print, whether they would buy it for themselves or 

a friend, and if they were in the market for art prints. Next, individuals were instructed to read 

and complete a bid submittal page which varied depending on the session (with sessions 1 and 

2 receiving a hypothetical treatment and session 3 receiving the actual payment treatment, as 

shown in Table 1). When everyone had fmhed,  the sheets were passed forward. All 



respondents then filled out a sheet on their demographics. Respondents in sessions 1 and 2 were 

then given the actual cash treatment. In all three sessions, following the actual cash treatment, 

the winner was announced and asked to come forward to complete his or her purchase in front 

of the group, but the winning price was not announced. Individuals were allowed to pay with 

cash or check or sign a promissory note payable within three weeks. 

Wording of WTP Questions 

In session 1, the wording of the WTP(h:no reminder) question was: 

You are being asked to participate in a hvvothetical sealed bid auction for this 
print. We would like to know the maximum amount of money you would pay to take 
this art print with you at the end of this session, @this one art print were actually for 
sale, and you would have to pay by August 19, 1994. 

Now please write down the maximum dollar amount you would be prepared to 
pay for this art print. I would bid $ 

This wording was patterned after Neill et al. (1994). 

In session 2, the wording of the WTP(h:with reminder) question was: 

You are being asked to participate in a hypothetical sealed bid auction for this 
print. We would like to know the maximum amount of money you would pay to take 
this art print with you at the end of this session, @this one art print were actually for 
sale. 

At this time in the survey, we are NOT asking what you think the art print might 
sell for in a store or what you think its fair price is. Rather, we want to know the 
muximum amount of money that you would honestly be prepared to pay right now to 
buy the art print you are being shown i f  you would really be required to pay your bid 
amount with cash, write a check today, or sign a Promissory Note payable on or 
before August 19, 1994. Please take into considerdon your budget and what you 
can Mord to pay. If what you would pay is different from what you judge a fair 
price to be, that is OK. We want to know what you would actually be prepared to 
pay for the art print. 

Take a few moments to think about what you hones* would be prepared to pay 
for this art print if it were being offered for sale to you today and it would go to the 
highest bidder. Although the question is hypothetical, we want you to answer as if 
it were for real--as if you were parti'cipm'ng in a real sealed-bid auction and would 
really have to pay your dollar amount i f  you were the highest bidder. 



Participants in this hypothetical treatment with reminder were asked to read the foregoing 

instructions and then stop and wait for further instructions. When it was apparent that everyone 

had finished reading the instructions, the interviewer then reiterated the foregoing instructions 

verbally to the participants. They were then asked to proceed. The questionnaire proceeded as 

follows: 
Now, please write down the maximum dollar amount you would be prepared to 

pay for this art print. I would bid, and would really be prepared to pay, 
$ 

As can be seen, the reminder attempted to more fully place the individual in the frame of 

mind of a real market situation, without actually requiring them to pay. This statement was 

developed after discussions with pre-test participants indicated that they were in a different frame 

of mind when answering the hypothetical WTP questions as compared to a follow-up actual cash 

question. Second, we wanted individuals to report their WTP for the print rather than attempt 

to estimate what they thought a reasonable price would be in a store. 

Wording of the actual cash WTP question was: 

As part of this apen'mnt, we are now going to conduct a real auctioa. This 
art print will be sold to the highest bidder here today. 

Only one of these prints will be sold at this auction. After all bids have been 
collected, the person who is the highest bidder will be announced and he or she will 
be obligated to purchase the print at his or her bid price. We will accept cash or 
check for your purchase. We understand that you may not have antr'cipated the need 
to bring cash or your checkbook with you today, so we will also accept a signed 
Promissory Note payable on or before August 19, 1994. In any case, the highest 
bidder will be required to pay his or her bid amount and will then be able to take the 
art print home with him or her at the end ofthis session. 
Please understand you are participating in a real -on. 

Now take a fav  moments to detem'ne the maximum dollar amount that you are 
prepared to pay for this art print. M is the most you are prepared to pay for this 
art print? I bid $ 

IV. STATISTICAL PROCEDURES 

The distributions of WTP we obtained are not normal. Absence of normality was 

confirmed using the Jarque-Bera normality test statistic, which is distributed as a chi-square with 

two degrees of freedom (Hall et al. 1990). Therefore, traditional two-sample t-tests are not 



appropriate and non-parametric or distribution free tests are required. 

We employed three basic types of tests: (a) tests for significant differences in central 

tendency (mean or median WTP); (b) tests for statistical differences in the distribution of WTP; 
- 

and (c) tests involving comparison of regression coefficients from the three sessions' WTP 

equations. The central tendency tests differ depending on whether independent or paired WTP 

estimates are being compared, as seen below. 

Tests of Central Tendency for Independent Samples 

The Mann-Whitney-Wilcoxon two-sample rank test is often used in the absence of normal 

distributions because the test only requires a continuous distribution (and the assumption of 

identical distribution shapes between groups). This non-parametric test determines whether the 

medians of two mutually independent random samples are significantly different. According to 

Gibbons (1993: 38-40), "The asymptotic relative efficiency of this test relative to the Student's 

t test is .955 for normal distributions, 1.00 for the continuous uniform distribution, and at least 

.864 for any continuous distribution.. . " 
The Multi-Response Permutation Procedures (MRPP) are a series of non-parametric tests 

that make no distributional assumptions, not even asymptotically (Mielke 1984). The two 

independent samples being compared need not have the same shape or variance, or be 

symmetric. Permutation tests make efficient use of small sample sizes because exact p-values 

can be calculated. The underlying permutation distribution assigns equal probability to each 

possible permutation between observations in the two samples. The test statistic is equal to the 

sum of the weighted (among groups) average distance function values for all permutations in the 

samples. 

If the sum of absolute median differences between the two samples is minimized, then a 

MRPP test is a test of the equality of medians. This test of medians is performed on the 

absolute magnitudes of the observations under analysis, rather than reducing the data to ordinal 

values as does the Ma-Whitney test of the medians. When the sum of the squared mean 

differences are minimized and mean differences are weighted by the degrees of freedom, MRPP 



is analogous to a two sample-t test of equality of means, but without the normality or asymptotic 

normality assumption. Given that the distributions associated with our data are non-normal, non- 

symmetric, and highly skewed, and that we have small sample sizes, we believe MRPP is an 

appropriate testing procedure for comparing independent open-ended WTP distributions. 

Tests of Central Tendency for Paired Responses 

In sessions 1 and 2, a hypothetical WTP question was followed by an actual cash WTP 

question. Although the paired WTP responses are not independent, they do provide a controlled 

comparison of the difference in WTP for a given respondent. Equality of the two paired 

responses was tested by several approaches. First, comparisons of WTP(h) and WTP(aJ were 

performed using a paired sample permutation test similar to MRPP, from the set of Permutation 

Tests for Matched Pairs (PTMP). As with MRPP, the PTMP can be performed using the 

squared differences from the mean and absolute differences from the median. We believe PTMP 

is an appropriate test to use for paired samples for the same reasons we have chosen MRPP for 

mutually independent sample comparisons. 

A second and more common test statistic we employed is the sign test of differences in the 

medians of paired data. This test does not make any assumption about the shape of the 

distribution other than it being symmetrical, but is less powerful than PTMP. In particular, the 

sign test has an asymptotic relative efficiency of at least .33 for any continuous symmetric 

distributions as compared to equivalent parametric tests (Gibbons 1993). 

Finally, simple correlations between actual and hypothetical WTP were computed to 

examine the strength of linear relation between the paired vectors. 

Tests of Differences Between WT.P Distributions fhom Independent Samples 

To test whether the distributions of open-ended WTP are different between hypothetical and 

actual WTP, we used a Kolmogorov-Smirnov non-parametric test. This is the same test statistic 

relied upon by Neil1 et al. (1994) in their comparison of hypothetical and actual WTP. The test 

involves a comparison of the distribution functions and calculation of the difference between the 



distributions. This test only requires that the distributions be continuous. 

Tests of Regression Coefficients - - 

The effectiveness of the reminder statement in discouraging respondents from reporting 

what they think the art print sells for was tested using a Wald test of the null hypotheses of 

B, =O in equation 1: 

(1) WTP(h:reminder) = B, + B,(MARKET) + B,(SELL) 

where MARKET indicates how strongly respondents agreed or disagreed with the statement that 

they were in the market for art prints and SELL represents what respondents believed the market 

value of the print to be. 

The hypothesis that without the reminder statement individuals' hypothetical WTP is 

influenced by what they think the print sells for is tested by (B, > 0) in equation 2, again using 

a Wald test: 

(2) WTP(h:no reminder) = B, + B,(MARKET) + B,(SELL) 

The Wald test of the significance of the coefficients of equations 1 and 2 is recommended 

by Kennedy (1992, p. 61.) in the case of non-normally distributed residuals. The residuals of 
- 

equations 1 and 2 are non-normally distributed. The Wald test is asymptotically distributed as 

a chi-square with degrees of freedom equal to the number of restrictions. If the SELL - 

coeficient in the equation with no reminder is positive and significantly different from zero, but 

the SELL coefficient in the equation with the reminder is not, then the conclusion would be that 

what the respondents consider to be the fair market value of the print is a significant determinant 

of non-reminder hypothetical WTP, and that the reminder statement eliminates this response 

behavior. 

The equality of the coefficients from the two hypothetical WTP equations 1 and 2, as well 

as from equation 3 regarding actual WTP: 

(3) WTP(a) = C, + C,(MARKET) + C,(SELL) 

was tested with likelihood ratio (LLR) tests of the equality of coefficients so as to provide a 

multivariate test of equality of the two types of valuation behavior. The null hypothesis of our 

LLR test was that the coefficients in the WTP equations for hypothetical and actual cash WTP 



were equal. The LLR test follows a chi-square distribution with degrees of freedom equal to 

the number of restrictions in the pooled regression minus the number of restrictions in the 

individual regressions. 

IV. RESULTS 

Before establishing that any differences between sessions are due to treatment differences 

(e.g., to the difference between real cash and hypothetical WTP), it was first determined that 

the respective samples were not statistically different in terms of standard demographics. To test 

for this across our sessions we performed one-way ANOVA'S for education (F = 1.88, p = .16), 

age (F= 1.4, p=.25) and income (F=.21, p=.81) which showed that the samples are not 

statistically different at the .05 significance level. Sessions 1 and 3 consisted of about 75% 

percent women, but session 2 included only one male. We do not consider this problematic 

because multiple regressions indicated that gender was not a significant determinant of 

hypothetical or actual WTP. The high proportions of females reflects the nature of the 

population of university clerical and administrative staff that was sampled. 

Table 1 reports mean and median WTPYs for the three sessions. The independent means 

are $42, $26 and $14 for WTP(h:no reminder), WTP(h:reminder), and WTP(a), respectively. 

The paired estimates of actual WTP (those from sessions 1 and 2) are $12 and $13-very similar 

to the session 3 estimate. 

Table 2 depicts the WTP distributions for the three treatments of the three sessions. 

Hypothetical WTP ranged up to $400 in session 1 and to $100 in session 2. Actual WTP ranged 

up to $40, $100, and $50 in sessions 1, 2, and 3, respectively. In session 2, the same person 

who bid $100 in the hypothetical treatment bid $100 in the actual treatment, and in fact paid this 

amount for the print. In session 1, only 7 of the 35 subjects bid the same amount in the 

hypothetical and actual treatments; and in session 2, 14 of the 33 subjects bid the same amount 

in both treatments. The general impression from Table 2 is that an actual WTP treatment 

garnered more bids from $1 to $10, and fewer bids above $40, than did the hypothetical WTP 

treatments. 



Hypothetical versus Actual W P  

First, consider the tests across independent samples. As shown in the first row of Table 

3, all four test statistics reject hypothesis 1, that WTP(h:no reminder) = WTP(a). Regarding 

hypothesis 2, that WTP(h:reminder) = WTP(a), the second row of Table 3 shows that the 

MRPP tests of the equality of means and equality of the medians both indicate equality must be 

rejected at the .05 significance level. However, the Kolmogorov-Smirnov test indicates that the 

distributions of WTP are not statistically different. The results of the Mann-Whitney test of the 

medians is in between, rejecting equality at .10 but failing to reject at .05. Thus, based on tests 

across independent samples, the evidence is mixed as to whether we reject the hypothesis that 
- 

hypothetical and actual WTP are equal when the reminder statement is included. 

Second, consider the tests of paired responses. As shown in the first row of Table 4, all 

three tests reject hypothesis 3, indicating that hypothetical WTP without a reminder was greater 

than actual WTP. And, as seen in the second row of Table 4, the three tests also reject 

hypothesis 4, indicating that hypothetical WTP with a reminder was also greater than actual 

WTP. In contrast to the equivocal results for hypothesis 2, the stronger tests of hypothesis 4 

clearly suggest rejecting the claim that the reminder statement eliminated the disparity between - 

hypothetical and actual WTP. Further tests presented in the Appendix also support rejecting the 

hypothesis of equal WTP estimates from session 2 respondents. 

Effect of Reminder Statement 

As seen in the third row of Table 3, all four tests indicate that we cannot reject equality 

of hypothetical WTP with and without the reminder statement. Although the reminder statement 

did lower the mean and median hypothetical WTP, we cannot conclude that the two measures 

of hypothetical WTP are different at the .05--or even the .lhignificance level. 

In terms of correlations, the paired responses from session 2 have a .733 correlation which is 
- 

significant at the .001 level, whereas the responses from session 1 have a correlation of only 

.397, which is significant at the .05 level. Using a test described by Blalock (1972) these 

correlations are statistically different at the .05 level, indicating the reminder statement does 

significantly improve the relationship between actual and hypothetical WTP. 



A test of the effectiveness of reminding respondents to report their WIT rather than what 

they think the art print sells for was performed by comparing the size and significance of the 

coefficient on the SELL variable in the WTP regressions of the three sessions. Non-normality 

in the residuals and dependent variables led us to test for coefficient significance with the Wald 

test. Since this restriction is linear, the F-statistics are valid (Kennedy 1992). F-statistics and 

their corresponding p-values are reported in equations 4, 5, and 6 for the hypothetical (without 

reminder), hypothetical (with reminder), and actual WTP treatments, respectively. Equation 4 

is as follows: 

(4) WTP(h:no reminder) = -43.91 + 15.786(MARKET) + .630(SELL) 

(F critical value) (4.17) (4.17) (4.17) 

By the F and p-values, MARKET and SELL are both significant determinants of 

hypothetical WTP without the reminder statement, and the constant term is marginally significant 

as well. Most important, what the respondent t h i i  the print sells for has a significant 

influence on their reported WTP. 

This contrasts with equation 5: 

(5) WTP(h:reminder) =-5.578 + 8.886@fARKET) + .085(SELL) 

(F-statistic) (.31315) (7.14514) (3.22703) 

(F critical value) (4.17) (4.17) (4.17) 

(P-value) (.5802) (.O 124) (.0832) 

By the F and p-values of equation 5, MARKET is a significant determinant, but SELL is not 

a significant determinant, of hypothetical WTP with the reminder statement. This can now be 

compared with equation 6 for actual WTP: 



(6) WTP(a) = -.096 + 4.363(MARKET) + .046(SELL) 

(F-statistic) (.OOO32) (6.32786) (1 -59605) 

(Fcriticalvalue) (4.17) (4.17) (4.17) 

(P-value) (.9859) (.0177) (.2165) 

By the F and pvalues of equation 6, MARKET is a significant determinant, but SELL is not 

a significant determinant, of actual WTP. Thus, equations 5 and 6 have the same pattern of 

significance on the regression coefficients: the constants are not significantly different from zero, 

MARKET is a significant determinant of WTP, and SELL is not a significant determinant of 

WTP. The reminder statement does appear to aid respondents in behaving more like they do 
- 

in the actual cash market, where what they think it sells for has no statistically significant effect 

on WTP. 

LLR tests of the equality of the coefficients of equations 4 and 6, 5 and 6, and 4 and 5 

yield chi-square's of 18.686, 76.50, and 41.89, respectively. The critical chi-square value for 

each of these tests is 7.82, indicating that the independent variables do not affect the dependent 

variables in the same way across equations. Once again, actual cash behavior and hypothetical 

WTP behavior are different. Though inclusion of the reminder statement does make the 

hypothetical WTP more closely mimic the actual cash WTP (as indicated by the similarity of 

coefficients on the SELL variable), the overall valuation behavior exhibited in the hypothetical 

WTP equations is different from the behavior exhibited 

by the actual cash WTP equation. 

Sepamte versus Paired Actual WTP 

As seen in the last two rows of Table 3, hypotheses 6 and 7 are not rejected. This is, of 

course, not surprising given the similarity of the three actual WTP responses (Table 1). We 
- 

conclude that respondents' actual WTP responses were not influenced by their prior hypothetical 

WTP responses. 



DISCUSSION 

Our results are consistent with those of previous experiments comparing hypothetical and 

actual WTP for a market good, in that hypothetical WTP overestimated actual payment. 

Depending on the wording of the hypothetical treatment, we found mean hypothetical WTP to 

be 2 or 3 times mean actual WTP for the art print. Even our rather labored reminder to the 

hypothetical WTP respondents failed, based on most statistical tests, to avoid over-estimating 

actual WTP. 

Use of the reminder statements lowered hypothetical WTP, but the reduction was not 

statistically significant. However, the reminder did result in a significant improvement in the 

correlation of actual to hypothetical WTP. Further, the regression analyses showed that the 

reminder lessened the association of hypothetical WTP with perceived market price, apparently 

causing the effect of perceived market price on hypothetical WTP to be closer to its effect on 

actual WTP. The principal differences between the hypothetical bids received with versus 

without the reminder statement are that with the statement there were fewer very high bids and 

more $0 bids (Table 2). In fact, the two highest bids obtained in the without-reminder treatment 

($150 and $400) account for much of the difference in mean WTP between the two treatments. 

Thus, an advantage of the reminder may be that it reduces the tendency of some respondents to 

give unrealis tically large WTP bids. 

We found that perceived market price of the print was significantly related to hypothetical 

WTP without the reminder, but essentially unrelated to actual WTP. Some subjects apparently 

relied on their estimates of market price to help estimate their WTP in the hypothetical 

treatment. This finding raises the possibility that experiments using market goods do not provide 

a reasonable test of criterion validity of CV on nonmarket goods. It is feasible that hypothetical 

WTP will more closely approximate actual WTP where price cues do not affect hypothetical 

WTP. Of course, other unintended cues may affect the chances of CV to estimate WTP for 

nonmarket goods--but that possibility does not necessarily excuse the use of market good 

experiments to test the validity of CV. 



The three estimates of mean actual WTP obtained from our three subject groups were very 

similar-about $13. The hypothetical treatments had essentially no effect on the subsequent 

actual cash bids. Most subjects' actual cash bids were considerably lower than their prior 

hypothetical bids. Subjects apparently were not bothered by the discrepancy between their two 

bids, as none objected to being asked for actual WTP after they had already provided 

hypothetical WTP. 

Our wording in the hypothetical treatment without reminder was very similar the open- 

ended versions used by Neill et al. (1994). And our mean actual payment (about $13) was 

similar to Neill et al.'s (about $9 for the painting and $12 for the map). The ratio of 

hypothetical to actual payment obtained by Neill et al. was 4: 1 for the painting, but 9: 1 for the 

map (and that is excluding WTP's over $1,000), compared with our 3:l with no responses 

excluded. One obvious difference between our methods and those of Neill et al. is that our 

subjects were university staff instead of students. Unfortunately, we have no way to know for 

sure whether this or some other difference accounted for the quite different results between the 

two studies. 

CONCLUSIONS 

Both independent sample and paired sample comparisons indicate that hypothetical WTP 

exceeds actual cash WTP for the art print. The use of reminder statements reduced the 

difference between hypothetical and actual WTP from 3: 1 to 2: 1. Although the reduction was 

not statistically significant, the reminder did result in a significant improvement in the correlation 

of hypothetical to actual WTP, and in a reduction of the association of hypothetical WTP to 

perceived market price to approximate the association found between actual WTP and perceived 

price. 

In addition to confirming previous fmdings that hypothetical WTP tends to over-estimate 

actual WTP, our findings support two other conclusions. First, validity experiments using 

market goods may not be directly relevant to estimating WTP for nommarket goods because of 



the effect of price cues. Second, prior hypothetical WTP estimates do not appear to affect mean 

actual WTP from the same subjects. Thus, we have no evidence to fmd fault with other studies 

that have used paired WTP responses to evaluate the veracity of hypothetical WTP. 

What can be learned about criterion validity experiments? There are at least two avenues 

to pursue. One is to continue to debrief and probe respondents about the differences in their 

decision processes in hypothetical versus actual cash decisions. Using this knowledge, 

statements to combat the hypothetical nature and place them in an actual payment frame of mind 

can be developed to improve the match between intended behavior and actual behavior. Our 

study made some progress in this regard, and more refmement may be possible. Second, CV 

researchers may wish to adopt the viewpoint of market researchers who face a similar dilemma 

with intended purchase behavior: calibration. That is, we can begin to assess how much of the 

hypothetical WTP is "noise" and how much is actual cash "signal". NOAA and DO1 in recent 

proposed CV rules (NOAA 1994; DO1 1994) suggests a calibration factor of .5, but requests 

empirical evidence as to whether .5 or any other number is valid. Our study suggests some 

calibration factor may be necessary, but the magnitude appears to depend on the details of the 

CV survey such as question wording and question format. Clearly, numerous replications with 

different goods, different question formats and larger samples are warranted before we have a 

sense as to the range of calibration factors that might be credible. The long term goal of such 

research would be to develop bias functions that would assist us in estimating the ratio of signal 

to noise for different types of natural resources and survey designs. 
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APPENDIX 

If the WTP(%) that individual i gives in the follow-up response is equal to his or her original 

WTP(h), then Bo=O and B,= 1 in equation A1 which is for the first session, and in equation A2, 

which is for the second session: 

(Al) WTP(aJi = B, + B , m ( h : n o  reminder)J 

(A2) WIT(%), = Bo + B,m(h:reminder)J 

This test is equivalent to a paired t-test but the approach also gives useful estimates of 

coefficients. Loomis (1989) used this test for comparison of a respondent's original answer and 

retest answer eight months later. Typically, the significance of the coefficients would be tested 

using a t-test, but non-normality of our data suggests use of a more general test such as the Wald 

test. 

Regression for equation A2 yielded: 

(A3) WTP(%) = -1.385 + .5634(WTP(h:reminder)) 

The Wald test of Bo=O yields a p-value of .6872, indicating that the constant is not significantly 

different from zero. The Wald test of B, = 1 yields a pvalue < .0001, indicating that the 

coefficient on WTPQ is significantly different from one. We also tested the null hypothesis 

B1=O; the Wald test yields a pvalue < .0001, indicating that the slope coefficient is 

significantly different from zero. We interpret this to mean that although B, does not equal 1 

with the reminder statement, the coefficient is still significant and every dollar of WTPQ 

translates at the margin into $.56 of actual WTP. 

The regression for equation A1 yielded: 

(A4) WIT(%) = 8.79 + .067(WTP(h:no reminder)) 

The Wald test of Bo=O yields a pvalue < .0001, indicating that the constant is significantly 

different from zero and a p-value < .0001 for B, =1, indicating that the slope coefficient is 

significantly different from one. The Wald test of B,=O yields a p-value of .0130, indicating 

that the slope coefficient is significantly different from zero. Again, although B, does not equal 

1 without the reminder statement, the coefficient is still significant: every dollar of hypothetical 

WTP translates at the margin to $.07 of actual WTP. 

The reminder statement appears to be effective in narrowing the gap between hypothetical 



and actual WTP responses, as indicated by the increase in B, (from .07 to -56) and 

insignificance of B, (e.g., compare the coefficient on B, when the statement is included. 

However, these results suggest rejection of B, = 1 for both equations, indicating that hypothetical 
- - 

and actual WTP were not equal for paired responses, whether a reminder was included or not. - 



TABLE 1 
Comparisons of Hypothetical and Actual WTP 

Session Sample Mean (median) WTP by Treatment Ratio: 
size [S. E. of mean] W'Wh) 

1. 2. 3. Actual /WTP(a 

Hypothetical: Hypothetical: ) 

no reminder with reminder 



TABLE 2 
Number of Bids Received by WTP Class 

WTP Treatment 
class 
($1 Session 1 Session 2 Session 3 

WTP WTP(a) WTP(h: W'T'Va) wTp(a) 
(h: no reminder) 

reminder) 

These bids were for $150 and $400. 



TABLE 3 
Probability Levels from Tests across Independent Samples 

- - - - - -  

Hypothesis Statistical test 

Mann-Whitney MRPP MRPP Kolmogorov- 
(test of (test of (test of Smirnov 
medians) m-1 medians) (test of 

distributions) 

1. WTP(h:no reminder) .0017 .0015 .0037 .009 
= WTP(a) 

2. WTP(h: reminder) .0917 .0216 .0327 .318 
= WTP(a) 

5. WTP(reminder) .2071 .218 .314 .511 
= WTP(h:no 
reminder) 



TABLE 4 
Probability Levels from Tests across Paired Responses 

Hypothesis Statistical test 

Sign test PTMP PTMP 
(of medians) (test of means) (test of 

medians) 

3. WTP(h: noreminder) .0000 ,0003 .0000 
= WJWap) 
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A Comparison of Contingent Values and Actual Willingness to Pay using a Donation 
Provision Mechanism with Possible Implications for Calibration 

This paper expands on an earlier investigation of the validity of contingent values using a 

donation provision mechanism (Champ et al. 1994). Reanalyzing our earlier data and 

incorporating new data, we explore the overestimation by contingent values of actual willingness 

to Pay (WTP). 

The Pro- . . 

The possibility of fiee riding means that donation mechanisms are less than ideal provision 

mechanisms for contingent valuation (CV) studies. In more technical terms, such mechanisms are 

not "incentive compatible." StiU, it is difEcult to know how seriously to take this disadvantage. 

Whether individuals perceive the incentives to reveal (or not reveal) their true WTP, and in turn 

respond to those incentives is not clear. The research on fiee riding, for example, suggests that it 

occurs less frequently and with less effect than economic theory predicts (Marwell and Ames 

198 1, Schneider and Pomrnerehne 198 1, Brubaker 1982, and Christianson 1982). Furthermore, 

donation mechanisms have certain advantages that should be considered before rejecting them out 

of hand. Bishop and McCollum (1 995) point out that the content validity of CV studies is 

enhanced if the scenario is both acceptable and believable to respondents. Because donations are 

voluntary, scenario acceptance may be more easily won than when tax or other unpopular 

payment vehicles are used. Furthermore, for some types of interventions, donation mechanisms 

may be more plausible than other types of provision mechanisms. For example, respondents may 



find referenda for small projects implausible. That they might be asked to donate money may be 

more believable in such cases. Finally, more applied research has been conducted to investigate 

the validity of donation mechanisms for providing public goods. Examples of such experiments 

include Duffield and Patterson (1 992) and Seip and Strand (1 992). To date, no comparable 

criterion validity work had been done for referenda. To the extent that calibration of CV results 

becomes necessary, laboratory and field experiments that measure both actual cash transactions 

and contingent values for the same environmental amenity are among the more promising 

approaches. 

l B d h Q d  

The goal of this study was to learn more about the relationship between contingent values 

and actual WTP and we chose an environmental good suitable for such a comparison. Most 

important, we wanted the amenity to have a potentially large share of its total value be nonuse 

value, as  this is the area where the validity of CV is currently being most intensively questioned 

(Cambridge Economics, Inc. 1992). We also needed a good that could be reasonably purchased 

by respondents, thus generating value estimates based on actual cash transactions. Finally, we 

wanted the good to be divisible so there would be a relationship between the amount each 

individual paid and provision of the good. We chose a program run by the National Park Service 

at Grand Canyon National Park to remove 40 miles of compacted dirt roads on the North Rim of 

the Grand Canyon. The North Rim is not open all year and requires driving 2 15 miles by road 

fiom the South Rim. As a result, few visitors to the Grand Canyon actually visit the North Rim. 

The National Park Service would like to remove the roads and ultimately designate the area 

where the roads are located a Wilderness Area. Volunteers are available to provide the labor but 



the Grand Canyon National Park did not have fbnding to pay for food and supplies for those 

volunteers. It costs approximately $640 to remove one mile of road, based on the price of food 

and supplies for the volunteers. At the time of this study, our project was the only source of 

hnding for the road removal program. 

lJ&Dah 

The study treatments are summarized in Table 1. Data were collected over a period of 

two years. Separate samples of Wisconsin residents drawn fiom the same sample fhne 

participated in mail surveys in October of 1993 and 1994. In 1993, 1700 surveys were mailed. 

Eight hundred fifty of those surveys posed a dichotomous-choice (DC) question which gave 

respondents the opportunity to actually donate a specified amount for road rem~val.~ This 

treatment will be designated AC (for "actual cash") in what follows. The other 850 were asked a 

parallel CV question about whether or not they would be willing to donate a specified amount if 

given the opportunity to do so. In 1994, the CV data set was extended by duplicating two offer 

amounts used in 1993 ($15 and $50) and adding offer amounts of $75, $100, $1 50, and $200.~ 
- 

The combined 1993 and 1994 data sets will be labeled DC (for simple "dichotomous-choice"). In 

1994, two treatments were added. One treatment, which we refer to as polychotomous-choice 

(PC), posed the same CV question as the DC treatment, but the response categories were 

expanded fiom two (yes and no) to six (definitely yes, most likely yes, not sure but leaning toward 

2The WTP question asked individuals to pay a specified amount but many individuals decided to send a 
check for an amount other than the specifled amount. In particular, wed people who were asked to pay $1 
sent a check for $1 0. 

'The two duplicate offer amomts were used to test whetbea the 1993 aud 1994 data were comparable. We 
found that tbe distributions of yes and no responses to each of the offer amounts were sigmficautly 
different between the two years. 
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yes, not sure but leaning toward no, most likely no, and definitely no). Ready, Whitehead, and 

Blomquist (1995) were the first to use the PC response format with a closed-ended CV question. 

However, they labeled the response categories differently than we did in this study. The other 

treatment posed a DC CV question and followed up with a question asking respondents to rate, 

on a ten-point scale, how certain they were that they would actually send a check (or not send a 

check ifthey said no to the DC CV question) if asked to do so. Only the endpoints of the scale 

were labeled, with one corresponding to "very uncertain" and ten corresponding to "very certain." 

For simplicity, we will refer to this treatmqt at the DCWC ("dichotomous choice with certainty" 

question). The WTP questions, the rest of the questionnaires, and all other survey materials such 

as cover letters were designed to be as similar as possible for all treatments. The questionnaires 

included questions about demographic background, experience with National Parks, and attitudes 

toward the environment in general and wilderness in particular. 

Table 2 shows the offer amounts, the initial sample sizes, the number of r m e d  swyeys, 

and response rates for each treatment. Given that the treatment groups were randomly selected 

fiom the same population, one would expect the groups to respond in a similar manner to 

objective or fktual questions. However, there was a significant difference in response rate 

between some of the treatments (i.e., 5 1% for the CV treatment in 1993 and 44% for the actual 

payment group in 1993). Contingency table analysis was used to test to investigate response rate 

effects among the various treatments. Results of that analysis suggested the various treatment 

groups are representative of the same population and any differences among the WTP of the 

various treatments can be attributed to factors other than sampling or response rate effects.' 

See Champ (1994) for detailed description of analyses of differences between the two 1993 treatments. 
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Therefore, the data fiom the simple DC treatments in 1993 and 1994 were combined for the 

following analyses. 

Actual vers-al Pa- 

We first compare the AC and DC treatments. At all offer amounts where we had both CV 

and actual payment results, respondents to the actual payment question were less likely to respond 

positively to the WTP question than CV respondents. Likewise, the estimated mean WTP fiom 

the simulated market data is significantly less than the mean WTP fiom the CV data set (Table 3). 

One means of providing insight into the overestimation of actual WTP by contingent 

values is to differentiate respondents who would actually pay in a manner consistent with their CV 

response if they had been asked to do so fiom those who would not. The following procedures 

were developed to distinguish DC respondents who are inconsistent in the sense of responding 

differently to the CV question than we predict they would if asked to actually pay. Fist, using the 

AC data, a WTP function was estimated. Table 4 describes the variables and the estimated 

model.' The model fits the data for the AC group quite well; 86% of the responses are predicted 

correctly. Most important, this model predicts 8 1% of the yes responses correctly. Estimated 

coeilicients fiom the AC-based model were then applied to the DC data to predict the probability 

that an individual who answered all the requisite questions would respond positively if asked to 

Admittedly, this model has many explanatory variables but the purpose of the model is to predict actual - 

payment responses as accurately as possible. Given this goal, the model is appropriate. The colhmrity 
among the explanatory variables may in part be responsible for the predictive strength of the model. 
However, this collhearity may r d t  in estimated coefficiena that do not reveal the nature of the 
individual relationship between a specific explanatory variable and the response to the WTP question. 
Those individual relationships are analyzed extensively in Champ (1994) using contingency table analysis. 



the amount posited in the WTP que~tion.~ DC respondents with a predicted 

probability greater than 0.5 were predicted to say yes to an actual payment WTP question and all 

others were predicted to say no. 

It is encouraging evidence of the predictive strength of the model that the overall 

percentage of the AC respondents saying yes to the actual WTP question is similar to the 

percentage of DC respondents that were predicted to say yes based on the model. DC 

respondents who said yes to the CV question but which our model predicted would say no if 

actually asked to pay were classified as "inconsistent." Likewise individuals who said no to the 

CV question and were predicted as saying yes to the actual payment question were also classified 

as inconsistent. Individuals whose answers to the CV question conformed to model predictions 

were designated as "consistent." See Table 5 for the predicted response to actual payment versus 

the observed response to the CV question. 

The results of the consistency analysis are enlightening with respect to the source of 

overestimation of actual WTP by contingent values. Twenty-six percent of the respondents to the 

CV question were designated to be inconsistent. Only nine respondents were inconsistent in the 

sense of saying no to the CV question when the model predicted they would say yes if payment 

were real. The rest of the respondents who were inconsistent said yes to the CV question when 

the model predicted they would nnt say yes if payment were real (Table 5). 

Comparison of consistent and inconsistent respondents provides some insight into why 

contingent values overestimated actual WTP in our case. The offer amount appears to affect 

61n other words, only cases which did not have missing data on any of the -dent variables in the 
model could be used. There were 458 useable cases out of the initial DC sample of 648. 
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whether an individual saying yes to the CV question was inconsistent with the model prediction. 

Larger percentages of the yes-respondents were inconsistent as the offer amount increased (Table 

6). However, as a percentage of both the yes and no responses, the percentage of respondents 

that were inconsistent was fairy constant across the offer amounts. Unfortunately, the measures 

collected in this study did not allow us to investigate the possible causes of this observed 

phenomena. 

Because most of the people who were inconsistent said yes to the CV question, the 

following analysis focuses on them.' Comparing the responses of individuals, who were 

consistent to those who were not shows several differences between the two groups. Responses 

to statements about why individuals answered yes to the CV question show more consistent than 

inconsistent respondents circled "definitely true" to the statement that the road removal program 

might be worth the amount they were asked to pay. Likewise more consistent respondents said it 

was "definitely" or "somewhat" true that the total number of feet of road that would be removed 

was important in their decision to pay. Consistent respondents were more likely to respond 

"definitely false" to the statement "I would rather see the money go to a better project." 

Consistent respondents were also more likely to say it is "definitely true" that it is important that 

the area be designated 'wilderness' after the roads are removed. Furthermore, consistent 

respondents were more likely to have visited a National Park in the past and think it is very likely 

they will visit the North Rim of the Grand Canyon in the future. Consistent and inconsistent 

respondents also have some Werent demographic characteristics, with inconsistent ones being 

'If we compare inconsistent r e s m  to consisteat r e s v  for boih yes and no responses, the comparison 
is very similar to looking at who said yes and who said no to the DC CV question. 



more likely female, living in nual areas and having lower education levels and incomes. It is 

also interesting to note the ways in which consistent and inconsistent respondents who said yes to 

the CV question were similar. Both groups had similar attitudes toward the environment and 

toward wilderness areas in particular. These similarities suggest that differentiating between 

consistent and inconsistent yes responses to the CV question is rather subtle. Therefore, an 

approach to calibrating which calls for the researcher to differentiate between consistent and 

inconsistent respondents without additional information will be quite challenging. We suggest 

that it may be more effective to have respondents to the CV question iden@ their responses as 

consistent or inconsistent (although not necessarily in those words) and the researcher can use this 

information to calibrate. 

Returning to a broader perspective, it is worth emphasizing that 74 percent of the DC 

respondents were consistent. Critics of CV often argue that people in general cannot respond to 

CV questions in a rneaninghl way. The preceding analysis suggests that most individuals who say 

no to  a hypothetical WTP question would really not pay if asked to do so. While some of the 

people who say yes to the CV question would respond the same way if payment were real, others 

would not. 

The additional treatments in 1994 were needed to explore possible methods for correcting 

the overestimation of actual WTP that occurred in the DC treatment. Based on the results of the 

consistency analysis, we hypothesized that, at least for donation mechanisms, many people who 

say yes to a simple DC CV, but are uncertain about whether they would actually pay, would not 

actually contribute the money. The PC and DCWC treatments were designed to allow 



respondents to express uncertainty. We implicitly assumed that individuals who are uncertain 

about how to respond to a closed-ended CV question know that they are uncertain and will reveal 

their uncertainty to the investigator if allowed to do so. 

To investigate whether data fiom the PC and DCWC treatments could be used to reduce 

the tendency toward overestimation, we followed two approaches. First, we coded people who 

revealed uncertainty about their yes answers, either by answering "most Likely yes" or "not sure 

but leaning toward yes" in the PC treatment or by circling any value less than 10 ("very certain") 

on the follow-up certainty question in the DCWC treatment as ifthey answered no. For 

convenience those who fell into these categories will be designated as "uncertain respondents," 

but it should be emphasized that we were only interested in respondents who answered the CV 

question in a positive way and revealed some uncertainty about that response through either the 

PC response format or the follow-up certainty question. This then allowed us to compare the 

distributions of values for PC and DCWC treatments where uncertain yes responses were 

interpreted as no with the distribution of values for the AC treatment. Second, we tested to see 

whether those who revealed uncertainty in the ways just indicated would be comparable to those 

who were earlier identified as inconsistent in answering yes in the DC treatment. 

Comparing the percentages of respondents in each treatment who said yes to the WTP 

question (Table 3) suggests that the percentage saying yes are not significantly different for the 

AC, PC, and DCWC treatments at the offix amounts of $15 and $50. However, the percentages 

yes for all three of these treatments are significantly less than the percentage of respondents saying 

yes in the DC treatment. Table 3 also reveals that the mean WTP estimated based on the data 

fiom the AC, PC, and DCWC data are not significantly different. The estimated logistic functions 



based on various ways of dichotomizng the DCWC data are graphed in Figure 1. The AC 

function is also included in Figure 1 as a benchmark. Depending on how one chooses to interpret 

the responses to the follow-up certainty question, functions which vary &om a lower bound of 

close to the function based the AC data to an upper bound based on the uncalibrated responses to 

the DC CV question. A similar pattern is shown in Figure 2 with the PC data. However the 

dichotomization which calls for coding only defhitely yes responses as positive responses to the 

WTP question, does not show a function similar to the benchmark function based on the AC data. 

The quality of the PC data is questionable given the percentage of yes responses increases 

significantly &om $1 5 to $50 and the resulting large confidence interval around the estimate of 

mean WTP. 

Next consider the relationships between those who expressed some uncertainty but 

answered positively in the PC treatment respondents in the DC treatment that were classified as 

inconsistent because they responded yes to the CV question but we predict they would not 

actually pay if asked to do so. Comparisons were limited to the $15, $50 and $75 cells because 

those are the only cells where the DC and PC data sets overlap. On most measures elicited in this 

survey, the responses of the two groups are distributed similarly. However, there are a few 

significant differences that suggest these two groups may not be representative of the same 

population. First, the distribution of responses to two of the statements following the CV 

question were sigdicantly different, with more inconsistents than uncertain PC respondents 

circling dehitely Mse to the statements "My decision about whether or not to pay was based on 

the number of feet of road that would be removed if1 agreed to pay" and "When I was deciding 

whether to pay, I considered the fact that I already pay for environmental projects through taxes." 



Another significant difference (at the 10% level) was that more inconsistent respondents than 

uncertain PC respondents said they had visited the Grand Canyon National Park in the past. 

These differences seem slight but they did not occur when comparing inconsistent 

members of DC with uncertain DCWC respondents. Again, such comparisons were only possible 

for those assigned to the $15, $50 and $75 cells. The distributions of responses to nearly all the 

questions in the questionnaire are similar for the two groups. The only variable for which the 

responses of those two groups were distributed significantly different was whether they had 

visited the Great Smokey Mountains National Park, a result we interpreted as a statistical fluke. 

All other variables were determined to have similar distributions for those two treatment groups 

based on the results of contingency table analysis. 

Given the results of this study, we suggest that the follow-up certainty question seems to 

have potential as a means of calibrating DC CV responses when a donation mechanism is used. 

The cost of including the follow-up certainty question in a CV survey is relatively low. The DC 

CV data is still available if the researcher decides to not use the information in the follow-up 

question and the results fiom this study suggest that the follow-up question did not significantly 

Sect the response rate or distriiution of responses to the DC CV question relative to the DC 

treatment without the follow-up question. The same cannot be said for the PC data. The 

analyses using the PC 'data suggest that this fonnat does not provide a lower bound that is 

distributed like the AC data.- Furthermore, the upper bound distribution provided by the PC data 

appears to be diierent fiom that of the DC CV data. 

. . 
on C w  

As we emphasii at the outset, use of a donation mechanism to estimate WTP raises 



serious theoretical questions that should not be ignored. The much lower value £tom the AC 

treatment lends itself easily to a free-rider interpretation. Many people who did not send us a 

check for Grand Canyon road removal may simply have been free riders, hoping that other would 

pay. That the DC treatment got a higher value might indicate that the incentives to free ride were 

less potent where respondents do not actually have to write checks. Thus, our conclusions about 

the validity and usefihess of donation mechanisms could be quite negative. If so, then using the 

AC treatment as a basis for calibration would be a doubw proposition. 

Such an interpretation is overly critical in our opinion. Consider a different argument. If 

some respondents really send in checks despite the free-ride incentive and if no other perverse 

incentives in the opposite direct are identified in the experimental design, then values based on 

responses to the AC treatment lend themselves well to interpretation as lower bounds on the 

values that would be arrived at, all else equal, if an incentive compatible mechanism could have 

been used. However, incentive compatibiity may come at a price in terms of content validity. As 

we pointed out at the outset, a referendum in this particular case runs risks of scenario rejection 

due to the need to use a less acceptable payment vehicle (e-g., taxes) and implausibility for such a 

small project.' 

Suppose one is trying to investigate the benefits of the some small project like Grand 

Canyon road removal and that, as will often be the case, actual cash transactions are not feasible. 

Suppose fhther that later studies replicate the kinds of results for donation mechanisms that we 

have reported here. Such an investigator would not fkce a simple choice. One option would be 

*Specifically, respondents may not believe that an actual refefendum w d  be conducted to decide 
whether to fimd a project that costs $25,000 in a National Park. 



to use a donation vehicle, but attempt to calibrate the responses through some mechanism like 

those used in our PC or DCWC treatments. Such a study would produce a lower bound estimate 

of benefits with a substantial amount of validity based on past studies that had compared values 

based on actual donations with values estimated using the CV donation mechanism. The other 

option would be to employ an incentive compatible CV mechanism such as a referendum. The 

referendum would produce results with a theoretical edge in the are. of incentive compatibility, 

but that would remain, at least given our current state of knowledge, uncalibrated. At least at 

present, such referendum values could not f d  back on studies involving comparisons with actual - 

cash values to support their validity as either estimates of the true value or as lower bounds on 

true values. 

On this basis, we would conclude that donation mechanisms remain a usefbl tool for CV 

studies. Definitive conclusions about validity and calibration are not going to come fiom any one 

study. Nevertheless, the work summarized here is suggestive of a line of fbture research that may 

prove fiuitfid in estimating lower bounds on values of environmental amenities with substantial 

validity. 
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Table 1: Summary of Study Treatments 

Year Symbol Nature of the Treatment 

1993 AC Actual cash donated; dichotomous choice vehicle; no 
follow-up certainty question. 

1993,1994 DC CV; dichotomous choice; no follow-up certainty question. 

1994 PC CV; polychotomous choice; no follow-up certainty 
question. 

1994 DCWC CV; dichotomous choice with follow-up certainty question. 



0 2 :  response rates 

Offer AC DC (1993) DC (1994) PC DCWC 

Number of Surveys Mailed 1 Number of Useable Surveys Returned 

$1 125 150 125 I 56 * * * 
$5 175 1 66 175 1 82 * * * 
$8 175 1 68 175 1 75 * * * 

Response 44% 5 1% 47% 47% 42% 
Rate4 

'DC refers to dichotomous choice format. 
- 

9 C  refers to polychotomous choice format. 
3 ~ C W C  refers to the dichotomous choice question with the follow-up question about how certain 
the respondent felt about her response to the CV question. 
'Response Rate = ((Number Complete)l(Number Mailed - Number Undeliverable)) x 100. 
*Data not collected. 



Table 3 : Percentage Yes-Responses to WTP Question 'by Treatment and Offer Amount 

AC DC PC' DCWC2 

Estimated WTP $9.18 $78.79 $15.93 $13.95 
Based on 

Available Data 

95% Conf. [6.08,24.38] [58.34,128.14] [2.27,345.98] [8.44,28.72] 
Interval 

'~hese data were coded such that only "Definitely yes" was coded as "yes." All other responses 
were coded as "no." 
'These data were coded such that only "yes" responses to the DC CV who also rated their 
response a 10 (very certain) were coded as "yes." All other responses were coded as "no." 
*Data not available. 



Table 4: Logistic Model Using Actual Cash Donation Data (n=208) 

Explanatory Variables Estimated Coefficient 
(Standard Error) 

Constant 

Offer amount 

My decision about whether or not to pay was based on the number 
of feet of road that would be removed if I agreed to pay. 
1kDefinitely True, 2=Sornewhat True, 3=Somewhat False, 
4=Definitely False 

When I was deciding whether to pay, I considered the fact that I 
already pay for environmental projects through taxes. l=Definitely 
True, 2=Somewhat True, 3=Somewhat False, 4=Definitely False 

I would rather see the money o to a better pro'ect. l=Definitely 
True, 2=Somewhat True, 3=&mewhat False, d=~efinitel~ False 

It is important to me that the area is designated "wilderness" after 
the roads are closed. l=Definitely True, 2=Somewhat True, 
3=Somewhat False, 4=Definitely False 

How likely is it you will visit Grand Canyon National Park in the 
future? l=Very unlikely, 2=Somewhat unlikely, 3=Somewhat 
likely, 4=Very likely, 5=Not sure 

All areas of National Parks should be easily accessible by roads. 
l=Dejinitely True, 2=Somewhat True, 3=Somewhat False, 
4=Dejinitely False 

It is important to me that future generations be able to enjoy 
wilderness areas. l=Definitely True, 2=Somewhat True, 
3=Somewhat False, 4=Definitely False 

I would like for wilderness areas to be preserved even if I never 
get to visit them. l=Definitely True, 2=Somewhat True, 
3=Somewhat False, 4=De£initely False 

I think it is everyone's responsibility to help the environment any 
way we can. l=Dehitely True, 2=Somewhat True, 3=Somewhat 
False, 4=Definitely False 



Table 4: Logistic Model Using Actual Cash Donation Data (n=208) (continued) 

Explanatory Variables Estimated Coefficient 
(Standard Error) 

I care about wilderness areas outside of Wisconsin. l=Definitely 
True, 2=Somewhat True, 3=Somewhat False, 4=Definitely False 

National parks should be managed to preserve native species. 
l=Definitely True, 2=Somewhat True, 3=Somewhat False, 
4=Definitely False 

National parks should be managed to preserve wilderness areas. 
l=Definitely True, 2=Somewhat True, 3=Somewhat False, 
4=Definitely False 

My responses to this study will be important in future decisions 
about the environment. l=Definitely True, 2=Somewhat True, 
3=Somewhat False, 4=Definitely False 

Which category best describes where you currently live? l=Urban, 
2=Suburban, 3=Rural 

What is the highest grade or year of school you have completed? 
l=Eighth grade or less, 2=Some high school, 3=High school 
graduate, 4=Some college or technical school, 5=Technical or 
trade school graduate, 6=College graduate, 7=Some graduate 
work, 8=Advanced Degree 

What was your total household income before taxes and 
deductions? l=Less than $10,000,2=$10,0'00 to $19,999, 
3=$20,000 to $29,999,4=$30,000 to $39,999, 5=$40,000 to 
$49,999,6=$50,000 to $59,999, 7=$60,000 to $69,999, 
8=$70,000 to $79,999,9=$80,000 to $99,999, 10=$100,000 or 
more 

-2*Log Likelihood 

Percentage of Yes Responses Predicted Correctly 

Percentage of No Responses Predicted Correctly 

'Significantly different from zero at 5% significance level. 



Table 5: Observed and Predicted Responses to WTP Question for DC 
Respondents (N=458) 

Observed Response Predicted Response to DC Actual 
to DC CV Question Cash Donation Question 

Yes No 

Yes 

No 

'Indicates inconsistent responses. 



Table 6: Percentage Inconsistent Responses by Offer Amount 

Offer Amount Inconsistent Responses Inconsistent Responses as a 
as a Percent of Yes Percent of both Yes and No 

Responses to DC CV Responses 
Question to DC CV Question 



Egum 1: Egtimated bgit Distributiins 
for Follow-up Certainty Question Data 



Figure 2: E9timated Logit htributioni 
for Polyhotomo~m hta 
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1. Introduction 

The Nested Multinomial Logit (NMNL) model is used extensively in modeling 

consumer choices among discrete alternatives when the number of alternatives is large. 

Prominent examples can be found in empirical studies of transportation mode and travel demand 

[e.g., Domencich and McFadden (1975), Ben-Akiva and Lerman (1985), and Train (1986)], 

housing choice [e.g., Borsch-Supan (1986,1987)], and recreational site selection [e.g., Hausman, 

Leonard, and McFadden (1992) and Morey, Rowe, and Watson (1993)l. The popularity of 

NMNL stems largely from its compromise position between the traditional Multinomial Logit 

(MNL) and Multinomial Probit (MNP) specifications. On the one hand, both MNL and NMNL 

models yield closed-form choice probabilities, greatly simplifying the estimation process by 

avoiding the numerical or Monte Carlo integration techniques required for MNP.' On the other 

hand, MNL severely restricts the correlation patterns among choice alternatives, imposing the 

well-known assumption of the independence of irrelevant alternatives (IIA).~ Nested logit 

relaxes this assumption, organizing like alternatives into groups and allowing different 

correlation patterns between groups than within groups. While NMNL imposes more structure 

than its probit counterpart, considerable flexibility is gained over MNL. 

Another feature of the nested logit specification that is often cited in the literature is that, 

under certain conditions, NMNL is consistent with stochastic utility maximization [McFadden 

(198 I)]. The sufficient conditions for consistency (i.e., the Daly-Zachary-McFadden (DZM) 

conditions in Borsch-Supan (1990)) require the nested logit's dissimilarity coefficients to lie 

within the unit interval. This condition, in turn, ensures that the density hnction will be non- 

1 Traditionally, MNP has been viewed as practical only for choice problems involving fewer than five 
alternatives [Maddala (1983)l. Recent developments in econometric methods [e.g., McFadden (1989) and 
B6rsch-Supan and Hajivassiliou (1993)l suggest, however, that MNP may now be feasible for problems 
involving more alternatives. 
2 See McFadden, Tye, and Train (1977) and McFadden (1981) 



negative. Unfortunately, applied researchers often find that estimated NMNL models fail to meet 

the DZM conditions [Jones and Stokes (1987), Hausman, Leonard, and McFadden (1992), and 

Train, Ben-Akiva, and Atherton (1989)l. Borsch-Supan (1990) has recently suggested that these 

failures are due, in part, to the DZM conditions being too stringent. He argues that, just as 

flexible functional forms used in demand analysis are viewed as approximations to the true 

underlying demand system, so too should the nested logit specification be viewed as an 

approximation. As a result, stochastic utility maximization should not be expected to hold 

globally, but only within the region of "...data points that are sensible for a specific application 

of the choice model ..." [Borsch-Supan (1990, p. 377)] B6rsch-Supan develops a relaxed set of 

conditions to test for consistency. 

The purpose of this short paper is two-fold. First, while the Borsch-Supan (BS) 

conditions are increasingly being cited in the literature as an alternative to the DZM conditions 

[e.g., Cameron (1989), Hensher (1986), and Morey (1994)], they have yet to be explicitly tested. 

This is in part due to the lack of explicit formulae for the conditions when numerous choice 

alternatives exist. This paper corrects and extends Borsch-Supan7s Theorem 2, providing simple 

necessary conditions on the first, second, and third derivatives of choice probabilities. Second, 

we examine the extent to which the BS conditions are likely to relax the DZM conditions. We 

find that, for applications with several alternative groups, the BS conditions do not expand the 

acceptable range for the dissimilarity coefficients far beyond the unit interval. 

2. The nested multinomial logit model 

Following the notation in Borsch-Supan (1990), let I denote the total number of discrete 

alternatives from which the consumer can choose and T denote the number of consumers. In an 

application to recreational demand, the alternatives might include various fishing and boating 



sites within a region. Consumer t is assumed to receive utility uit from the selection of alternative 

i, with 

where vil denotes the deterministic component of individual utility and E, denotes the random 

di~turbance.~ 

The nested-logit model results when the disturbance vector E ,  = (E ,, ,E,, ,. . .,E, ) is 

assumed to be i.i.d. and drawn from a generalized extreme value (GEV) distribution [McFadden 

(1978)l. The alternatives are organized into K groups of similar alternatives, with J(k) indexing 

the first alternative within the k" group and I(k) denoting the number of alternatives within the 

k" Within the recreational demand literature, for example, recreational fishing sites 

might be grouped into shore, pier, and boating alternatives. Given the assigned groupings and the 

GEV distributional assumption, the probability that an individual will select any specific 

alternative i is then given by:5 

where g(i) denotes the group to which alternative i belongs, 

3 Typically, the deterministic component is modeled as a function of individual and alternative 
characteristics (XiJ (i.e., vil = f(XiI; PJ, with f often restricted to being linear in the X,,'s). The random 
component is assumed to capture inter- and intra-personal variations in tastes. See McFadden (1981) for 
additional discussion of the stochastic utility maximization hypothesis. 
4 As in Borsch-Supan (1990), we limit our attention to two-level nested logit models. Although additional 
nesting levels can be employed, the vast majority of applications in the literature are two-level models. 
The subscript t is dropped throughout the remainder of the paper in order to simplify the notation. 



denotes the conditional probability of selecting alternative i given group g(i) has been selected, 

with 

and 

denotes the marginal probability that any alternative from within group k is selected. The 

parameter 8, is the so-called dissimilarity parameter for group k. The nested logit model reduces 

to the multinomial logit model if 8, = 1 V k = 1,. . ., K . 

3. Consistency conditions 

McFadden (1981) establishes the conditions under which a set of choice probabilities 

(i.e., Pi's) will be consistent with stochastic utility maximization. As noted in Borsch-Supan 

(1 990, p. 375), these conditions include: 

where v = (v, , . . . , v, ), and 

In addition, 



C.3 Pi must have nonnegative even and nonpositive odd mixed partials derivatives with 
respect to components of v other than v ~ . ~  

This last condition ensures that the implied probability density function will be nonnegative. 

It is straightforward to verify that the NMNL model automatically satisfies the first two 

compatibility conditions. However, in order for condition C.3 to be satisfied globally (i.e., 

V v E R'), the dissimilarity coefficients are restricted to lie within the unit interval [McFadden 

(1979), Daly and Zachary (1979)l; i.e., 

o < e , r l  Vi. (6 )  

The primary contribution of Borsch-Supan (1990) was to note that, while the DZM 

condition is indeed required for global consistency, this condition is too restrictive if the nested 

logit model is viewed as a local approximation. Instead, condition C.3 should be applied only for 

that subset of d (i.e., A G R') in which relevant deterministic components, v, are likely to 

lie.' The author's Theorem 1 provides a formal proof of this proposition for any set of choice 

probabilities. Borsch-Supan's Theorem 3 then establishes that, for a two-level nested logit, 

condition C.3 results in nonnegativity restrictions that are signed by polynomials in the Qis.  

While Theorems 1 and 3 provide the theoretical foundation for Borsch-Supan's 

relaxation of the DZM condition, it is the author's Theorem 2 that provides a practical translation 

of this restriction to the two-level nested logit model. The theorem notes that condition C.3 

requires 

6 Borsch-Supan (1990, p. 375, eq. 6) incorrectly lists this condition as requiring Pi to have nonnegative 
mixed partial derivatives with respect to components of v. However, McFadden' s (1 98 1, p. 2 1 1) condition 
SS 5.4 ensures that Pi with have nonnegative mixed partial derivatives with respect to qi (the cost of 
alternative 9. Since &,/aqi I 0, the mixed partial derivatives of Pi with respect to vi must alternate in sign, 
beginning with a nonpositive sign. 
7 Borsch-Supan (1 990, fn. 4) defmes this relevant region to be comprised of the data points for all observed 
and projected deterministic utility components. 



The heart of our contribution lies in correcting and extending the results of Theorem 2 and 

examining the extent to which it is likely to expand the set of consistent NMNL models. 

Specifically, we have: 

Theorem I .  In two-level NMNL models, the following are necessary conditions for consistency 
with stochastic utility maximization: 

and 

The proof of Theorem 1 follows by simple, though tedious, differentiation of equation (2) and is 

provided in Appendix A. Equations (a), (9), and (10) correspond to restrictions implied by C.3 

for the fust, second, and third mixed partial derivatives of Pi, with equation (8) correcting the 

sign error in Borsch-Supan's (1990) Theorem 2, equation (25). 

The results of Theorem 1 place implicit restrictions on the dissimilarity coefficients, 8,. 

The restrictions corresponding to equation (8) and (9) are made explicit in the following 

corollary:8 

Corollw I .  In two-level N W L  models, consistency with stochastic utility maximization places 
the following necessary restrictions on dissimilarity coefficients: 

8 While the explicit restriction on 8 , implied by equation (10) can be derived, it is lengthy and not 
presented here. The left-hand side of equation (10) has three roots, only one of which is real. 



and 

ProoJ: Corollary 1 follows from Theorem 1 by explicitly solving for the 8,'s in equations (8) 

and (9). Q.E.D. 

There are several things to note about the results of Theorem 1 and its corollary. First, 

the restrictions imposed on 8, by consistency condition C.3 are expressed in terms of Qb with 

no cross-group terms involved. As seen below, this makes it straightforward to solve for and 

check the consistency conditions. Second, for groups with three or more alternatives, the 

inequality condition in equation (12) will always be more restrictive than that in equation (1 1), 

since 

Similarly, the third order partial derivative restrictions implied by equation (10) dominate the 

second order partial restrictions in equation (12) for groups with four or more alternatives. 

The conditions in Theorem 1, together with those identified in C. 1 and C.2, provide a 

complete set of the necessary and sufficient conditions for consistency with stochastic utility 

maximization when there are four or fewer alternatives per nest. While Theorem 1 does not 

provide a complete enumeration of the conditions required for local consistency in models with 

more than four alternatives per choice set, it does contain a set of readily verified necessary 

conditions for the NMNL that can either be tested ex post or imposed in the estimation process. 



The restrictions in Theorem 1 can also be used to examine the extent to which Borsch- 

Supan's approach is likely to expand the set of NMNL models that are consistent with utility 

theory. Table 1, using the results of Theorem 1 and Corollary 1, lists the admissible upper 

bounds for 8, .'   or example, for a group selected roughly half of the time by consumers (i.e., Qk 

= .5), the first derivative restrictions in equation (1 1) restricts the corresponding dissimilarity 

coefficient to lie below 2.00. This suggests considerable flexibility in 8,'s range when compared 

to the upper bound of 1.00 in the global DZM conditions. Unfortunately, the second and third 

order derivative conditions narrow these gains considerably, requiring 8, to lie below 1.28 once 

the implicit restrictions in equation (10) are imposed. For groups with lower marginal choice 

probabilities, the gains over DZM are even smaller. When Qk reaches .25, for example, 8, is 

restricted to lie between zero and 1.05, an expansion of only five percent in the acceptable 

region. 

Figure 1 illustrates these results. The shaded region indicates the bounds place on 8, for 

a given Qk by the DZM consistency conditions. The upper limits on 0, implied by Theorem 1 

and identified in Corollary 1 are illustrated as well. As note above, the first, second, and third 

order conditions are progressively more restrictive, providing little additional range for 8 when 

Qk lies below .5. 

4. Conclusions 

Borsch-Supan (1990) argued that the traditional DZM conditions for consistency with 

stochastic utility maximization were too stringent, requiring global conformity with utility 

theory. Instead, he suggested that a local approximation perspective be adopted, imposing 

consistency only within the relevant range of marginal choice probabilities. In this paper, we 

9 MathCad 5.0 Plus was used to solve for the roots of equation (10) and to verify that the resulting real root 
provided an upper bound on 8,. 



have corrected and expanded the necessary conditions provided by Borsch-Supan's Theorem 2, 

simplifying the process of testing or imposing these local restrictions. In addition, an 

examination of the resulting conditions reveals that, while a local approximation perspective 

does allow the dissimilarity coefficient to lie outside of the unit interval, the additional 

maneuvering room that it provides applied economists is small when several groups are included 

in the NMNL model. 

5. Appendix A: Proof of Theorem 1 

The proof of Theorem 1 follows directly from differentiating equation (2). Equations (8), 

(9), and (10) of the theorem correspond to applying condition C.3 for all first, second, and third 

order partial derivatives of Pi. Let 

Then equation (2) can be rewritten as: 

e . -1 4 (v) = exp(vi / 9 E ( A )  R-I 

Using 

to indicate that two alternatives are in the same subgroup, we have 



where 

In order for the first partial derivatives of Pi to have the nonpositive sign required by 

condition C.3, then Aii must be non-positive, yielding the condition in equation (8) of Theorem 1. 

In setting up the second derivative equations, it is useful to note that: 

The second derivatives follow from equations (A.4) and (A.6) as: 



( j )  ' i j ' j k T g ( j )  AijAjk +AijAjk +-- 
Qg(j) QB'I,) J 

Condition C.3 requires that these second derivatives be nonnegative. It is clear from a 

quick perusal of equation (14) that the second order conditions add nothing to the first order 

conditions unless alternatives i, j, and k are in the same group. Since the first order conditions 

require that Aij I 0 Vi, j, the first two terms in the square brackets are nonnegative. The third 

term is always positive, leaving only the fourth term, which is negative iff tiij = tij, = 1 (i.e., the 

alternatives are all in the same group). Thus, the second order conditions add the following 

constraint for groups with three or more alternatives: 

Rearranging equation (A.9) yields equation (9) from Theorem 1. 

Finally, let: 



(A. 10) 

Using equation (A.7), we then have: 

(A. 1 1) 

Condition C.3 for consistency with stochastic utility maximization requires that the third 

mixed partial derivatives be nonpositive, so that: 

(A. 12) 

The first thing to note about equation (A. 12) is that the third derivative adds additional 

constraints only if all four alternatives are in the same group (i.e., tiij = tijk = 6,, = 1). The 

argument is as follows. Since the second order conditions require that Bijk 2 0 and the first order 

conditions require that Aij 5 0  Vi, j, the first term on the LHS of equation (A.12) is nonpositive. 

Since Buk is a function of Qg6) and ~j only, then aBijk / &, = 0 unless 6ij = tijk = 6, = 1 and 

condition (A.12) will always hold as long as the first and second derivative conditions hold. 

Turning to the remaining case, we begin by noting that, for tiij = ?jjk = tilk = 1 : 



(A. 13) 

Condition (A. 12) becomes: 

Expanding the left-hand side of equation (A. 14) and collecting terms yields equation 

(1 0) of Theorem 1. Q.E.D. 
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Table 1 
Upper Limits on Ok 

Derivative Restrictions 
First - Second Third 
1 .oo 1 .oo 1 .oo 
1.05 1 .OO 1 .OO 
1.11 1.02 1 .oo 
1.18 1.03 1.01 
1.25 1.06 1.03 
1.33 1.09 1.05 
1.43 1.12 1.08 
1.54 1.16 1.11 
1.67 1.21 1.16 
1.82 1.27 1.2 1 
2.00 1.33 1.28 
2.22 1.41 1.36 
2.50 1.52 1.46 
2.86 1.64 1.58 
3.33 1.79 1.73 
4.00 2.00 1.92 
5 .OO 2.29 2.19 
6.67 2.72 2.56 
10.00 3.47 3.16 
20.00 5.21 4.39 
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Introduction 

Recreation demand researchers are increasingly using travel cost models based on the 

random utility model.' Several examples of this trend include the articles by Parsons and Kealy 

(1 992), Morey, Shaw and Rowe (1 99 I), and Kaoru, Smith and Liu (1 995). Economists generally 

enter the RLM arena with statistical intuition derived from the ordinary least squares (OLS) 

regression model. However, RUM econometric results often run counter to this intuition, and we 

are left to wonder if the unexpected outcome is a result of ill-conditioned data, poor 

specification, or simply an artifact of the nonlinearity of the model itself. This paper explores the 

consequences of various data-conditioning and model-specification problems by generating 

pseudo-data from a known distribution and assigning choices based on probability functions of 

known parameters. 

Rum applications often have to cope with various practical problems involving data 

availability and quality. For example, in a recreation demand setting the RUM allows the 

modeling of potentially numerous substitute sites. This is an advantage over the traditional travel 

cost model. However, the advantage of the RUM comes at the cost of having to collect more 

See Ben-Akiva and Lerman (1985) and Train (1986) for a complete presentation of the random utility model and 
discrete-choice analysis. 



information since the researcher must have information not only on the site that the household 

visited, but also on the sites that the household considered when making the decision. 

Identifying the sites a household considers requires the researcher to specify households' choice 

set. In the absence of detailed information on recreators' decision calculus, the researcher often 

resorts to ad hoc rules for identifying choice sets and site-characteristic variables. The success 

the researcher has in specifying the relevant choice set and in identifying appropriate site 

characteristics for each site may affect the quality of the demand estimation. This paper reports 

the results of three experiments to evaluate the consequences of various choice-set and site- 

characteristic modeling strategies. 

This paper begins with an analysis of errors-in-variables. The purpose of this experiment 

is to examine the results of estimating a model with a single poorly measured explanatory 

variable. This experiment indicates that within the confines of the assumed parametric 

distribution there is an observable bias in all parameters estimated in the model, and not just on 

the ill-conditioned variable. However, the bias appears to be relatively mild for the particular 

parameters assumed in our experiment. 

The second experiment examines sample design. This experiment involves a sample 

design that oversamples particular sites -- a design that is not uncommon in recreation demand 

studies. This experiment shows that neglecting weights strongly effects both model estimates 

and willingness-to-pay values. 

The final experiment simulates having limited site-characteristic information. In this 

experiment we demonstrate the effects of a particular strategy for incorporating trips to sites into 



the analysis for which few or no site characteristics exist. Provided the sites with limited 

information are chosen randomly, this experiment suggests that there are small efficiency losses 

in not collecting consistent site characteristics across all sites used in the model. 

Model and Data Generation 

Each of the experiments estimates a two-level nested logit model. The nested logit 

framework has been suggested as a realistic model of decision making and mitigates the 

restrictive assumption of Independence of Irrelevant Alternatives inherent in the logistic 

functional form.2 The nested logit models presented here are completely general, but to facilitate 

the discussion we will discuss them in the context of recreation demand. 

The decision structure of the model is shown graphically in Figure 1. The first decision 

in this framework is to choose between two activities. Given a particular activity, the second 

decision is what site to visit. Within each activity, the site choice is modeled with two 

explanatory variables which we have denoted as site characteristic n and distance. If activity A is 

fishing, then site characteristic 1 could be the stock level of fish in the river or lake. Similarly, if 

activity B is hiking, then site characteristic 2 could be the length of hiking trails at the site. In 

both activities, the distance variable is generated fiom a distribution similar to an actual 

empirical data set. The limited site information studies employ a slightly different setup which 

will be explained below. 

See the independence of irrelevant alternatives (TIA) discussion in Ben-Akiva and Lerrnan (1985). Morey (1994) 
shows why a nested logit model mitigates, but does not eliminate, the IIA problem. 



Activity Choice: 
f (site utilities) 

Activity B I--I 
Site Choice: 

f (site characteristic, distance) 

FIGURE 1. 
MODEL STRUCTURE 

The underlying behavioral model requires specifying the utility that an individual would 

receive from each alternative in the choice set. Let Uni represent the utility that the individual 

receives for choosing activity n and site i.3 Uni is divided into deterministic (Vni) and random 

(cni) components with the deterministic part assumed to be linear in the parameters. 

where xi is a vector of site characteristics with associated parameters p. Assuming a 

generalized extreme value distribution on cni, the probability that an individual chooses activity n 

For simplicity we have suppressed the notation for individuals. 



and site i, P(ni), is the product of the marginal and conditional probabilities presented in 

Equations 3-5. s, in Equation 4 follows the notation of Morey (1994) and is equivalent to 

McFadden7s l/(l -a,). 

Let 

xni = site characteristic value for activity n, site i n=A,B;i= 1, ..., 25 

hi = distance to site i for activity n n = A , B ; i = l , .  . .,25 

The model assumes that both activities are available at all 25 sites so Gi = di . 

Site characteristics 1 and 2 are drawn fiom random uniform distributions with ranges 0 to 

250 to 0-1.5, respectively. The two site characteristics. are drawn on different uniform 

distributions in order to simulate differences in characteristics that could affect distinct activities. 



The distance variable is randomly assigned in two steps. First the average distance to 

each site is assigned by drawing on a uniform distribution with range 80 to 160. The second step 

varies the distance for each trip by adding a normal random number to the average site distance 

with a standard deviation of 2se4 Other specific parameters of the model are found in Table 1. 

TABLE 1. 
MEASUREMENT ERROR AND SAMPLING EXPERIMENTS' PARAMETERS 

1000 - - number of trips 

25 - - number of sites 

2 - - number of activities 

0.002 - - site characteristic 1 coefficient 

0.16 - - site characteristic 2 coefficient 

-0.04 - - distance coefficient 

0.7 - - on Vn 

1 - - a, vn  

Using the pseudo-data and the parameters presented in Table 1, the "true" P(ni) were 

generated using Equation 3 for each choice alternative (trip). A sample of trips was then drawn 

fiom this distribution for each iteration of the Monte Carlo simulation. The studies presented 

below are the result of 100 runs of the respective models, each of which is estimated with Full 

Information Maximum ~ikelihood.~ 

4 Within these parameters, it is unlikely that a negative distance would ever get assigned to a site for a given trip. If a 
negative distance was encountered, it was assigned the distance of 2. 

Manski (1975) presents Monte Carlo results from 25 independent samples with 400 observations in each sample. This 
paper presents results from 100 independent samples with 1,000 observations in each sample. Brownstone and Small 
(1989) base their Monte Carlo results on 100 independent samples showing little empirical charge beyond 60 repetitions. 



In an OLS regression model with a single regression, measurement errors in the 

explanatory variable bias the regressor's estimated coeficient toward zero. When one regressor 

is measured with error in a multivariate setting, the coeficient of the affected variable again is 

biased toward zero and the coefficients of the other well-defined variables are also biased but in 

an indeterminate direction. In Greene's words, "A badly measured variable contaminates all of 

the least squares estimates.'" Such is also the case in the RUM. 

To investigate the effect of using a variable measured with error, we add random "noise" 

to the site characteristic for activity A. This noise is a normally distributed random number with 

a mean of zero and a standard deviation equal to a specified percentage of the overall mean of the 

site-characteristic distribution. A separate draw fiom a N(o,~X) distribution is made for each 

site in activity A and added to the "true" value, where p is the specified percentage, and X is the 

average site characteristic across all sites. The same site attributes and trip distances are used for 

each model estimation. However, each iteration draws new noise and trip vectors fiom the 

respective distributions. One hundred independent samples are estimated for each of eleven 

levels of error: 0% through 100% hi increments of 10%. 

Greene 1993, p. 284. 



FIGURE 2. 
SENSITIWTY OF ESTIMATED SITE CHARACTERISTIC 1 

TO MEASUREMENT ERROR 

- 
True Coeff~cient = 0.002 

T T 7 - - e i i f 

'1 T 

% Error in Measurement of Site Characteristic 1 

Figure 2 shows the clear attenuation of activity A's site-characteristic coefficient. It is 

interesting that with 100% error added onto the characteristic, the average estimated site 

characteristic coefficient across 100 runs of the model is only 28.10% below the true value. 

Figure 3 demonstrates the effect of measurement enor in site characteristic 1 on the 

distance coefficient. Clearly, the distance coefficient also moves in an unambiguous direction as 

a result of the measurement error in site characteristic 1. However, it is noteworthy that the 

direction of the bias is not toward zero. At 100% enor in the site characteristic, the distance 

coefficient has increased in absolute magnitude almost 53%. Because the site characteristics and 



distances are independently drawn, the effect on the distance coefficient is not due to correlation 

between distance and the site characteristic. 

FIGURE 3. 
INFLUENCE OF SITE CHARACTERISTIC 1 

MEASUREMENT ERROR ON THE ESTIMATED DISTANCE COEFFICIENT 

% Error in Measurement of Site Characteristic 1 

The other lower-level coefficient estimated in the model is site characteristic 2 associated 

with activity B. The average value of this coefficient is within the 90% confidence interval of 

it's true value when activity A's site characteristic is measured with 100% error. However, the 

upper-level parameters, sA and sB, are affected by the measurement error in site characteristic 1. 



These upper-level parameters have true values of 3.33 and are each estimated at around 2.2 at 

100% measurement error of site characteristic 1 -- a reduction of approximately 33%. 

The random utility model is used in the recreation literature to estimate demand and value 

of specific resources. Thus the effect of potential parameter biases on willingness-to-pay values 

is of considerable interest. As shown in Figure 4, the effect of the measurement error in the 

activity A site characteristic coefficient is an observable reduction in willingness to pay (WTP). 

This WTP is calculated for a 10% improvement of activity A's site characteristic at all 25 sites. 

At 0% measurement error, the mean WTP for this improvement is $0.48. The mean WTP 

continually decreases across the next ten experiments until it is equal to $0.26 at 100% 

measurement error. This is a 45.8% decrease in WTP. 

Sampling 

This experiment examines the effects of employing a nonrepresentative sample. In this 

experiment the five sites with the highest values of site characteristic 1 are oversampled relative 

to the true distribution of 649 trips. The oversampling occurs by our sampling the 649 trips with 

replacement until 800 trips were generated from the 5 most popular sites. The 351 trips to the 

other 20 sites were sampled with replacement until we had 200 trips to those sites. Trips to the 

oversampled sites were assigned a weight of 6491800, and trips to the undersampled sites were 

assigned a weight of 35 1/200. The following four scenarios were then examined: 



WW = weighted model estimation, weighted WTP 

WU = weighted model estimation, unweighted WTP 

UW = unweighted model estimation, weighted WTP 

UU = unweighted model estimation, unweighted WTP. 

FIGURE 4. 
WTP FOR 10% INCREASE IN ACTMTY A ATTRIBUTE FOR ALL SITES 

% Error in Measurement of Site Characteristic 1 



FIGURE 5. 
WTP FOR 10% INCREASE IN ACTMTY A ATTRIBUTE FOR ALL SITES 

Division of Trips Between Two Strata 

The WTP calculations are, as in the measurement error discussion above, for a 10% 

improvement in site characteristic 1 across all 25 sites. Figure 5 presents the WTP calculations 

across the 100 runs of the model for the four scenarios. As seen in the figure, the biggest effect 

is in not properly weighting the estimation. Not weighting the WTP calculation has only a 

second-order effect. 

This experiment was repeated by oversampling only the most popular site. The true 

number of trips to this site was 260 leaving 740 trips to the other 24 sites. The most popular site 

was oversampled until it accounted for 400 trips in the sample which left a sample of 600 trips to 



the other 24 sites. In this experiment the standard errors were larger around the WTP values, but 

outcome showed the same pattern of weighted and unweighted results as displayed in Figure 5. 

It is well known that it is necessary to use weights when the sample is not 

representative of the population. The challenge with unrepresentative samples is the 

calculation of correct statistical weights. With sample designs similar to this experiment, it is 

likely that the researcher will know the true trip distribution necessary to calculate the weights. 

Without statistical weights the researcher must adjust the final mean WTP value ex post. The 

correct transformation requires information about the nature and magnitude of the average 

distortion in order to produce an unbiased value estimate. Of course, information of this kind 

rarely is available. 

Limited Site Information 

The limited site information experiment differs fiom the previous experiments in that a 

two-level nested-logit structure is imposed by the researcher, but is not behaviorally motivated. - 

The true data generating process is a single-level multinornial logit model. However, the model 

is estimated as a nested-logit model. In the first two experiments, there was a behavioral choice 

between two activities at the same sites. For this experiment, the activity-level choice is a choice 

between two categories of sites. In category A the sites are modeled with a single site 

characteristic and distance. In category B, all that is known is that trips were made. to sites for 

which there is no site information. The nesting structure has the recreator first choose a category 

of sites. If category A is chosen, then the recreator chooses a site based on its distance and the 



value of the site characteristic. If category B is chosen, then all that is modeled is that the second 

category is chosen. 

There are 40 sites in this experiment. Each of the 40 sites are assigned a site 

characteristic and distance which are used to calculate the true trip distribution by the 

methodology described above. Of the 40 sites, we assign a certain number to be modeled in the 

second category. In essence, we throw away the site characteristic and distance information on 

the site and only model the number of trips that are taken in this second category. We might 

think of this second category as an aggregate site with either undefined or such noncomparable 

site characteristics that the information is dropped. Category B is estimated with an alternative- 

specific dummy variable at the category-choice level. The true coeficient for the category B 

dummy variable is calculated using the true cumulative probabilities for the category B sites. 

TABLE 2. 
LIMITED SITE INFORMATION PARAMETERS 

1000 = number oftrips 

40 - - number of sites 

0.002 - - site characteristic coefficient 

-0.04 = distance coefficient 

- 
on - 0.7 



This experiment assumes that the sites to be included in category B occur randomly. We 

estimate models with an increasing number of sites in category B. Figure 6 shows the WTP for 

a 10% increase in a single site's characteristic under the true specification and when 5, 10, and 20 

sites out of 40 are included in category B. For each of these levels of aggregation, the results 

again are based on 100 independent samples. 

FIGURE 6. 
WTP FOR 100% INCREASE IN ATTRIBUTE FOR SITE 10 

Number of Sites Aggregated 

The WTP values for each of the two-level nested logit models do not appear to be 

systematically biased relative to the true specification. Additionally, there has been little loss 

in efficiency from using the artificially imposed model. This result may be an artifact of 



having randomly chosen the category B sites. Additional work needs to be done to consider 

the effects of strategically choosing sites. Possible strategic choices could include putting less 

attractive sites or more distant sites into the aggregate alternative. 

Conclusions 

The results presented in this paper generally lend support to OLS intuition. The errors-in- 

variables experiment confirmed the expected attenuation in the affected site characteristic 

coefficient and was consistent with Greene's statement that measurement error can contaminate 

all of the estimates. The sampling experiment demonstrated the well-known result that it is 

important to use appropriate weights in both the estimation and WTP calculations when the 

sample is not strictly random. The challenge in such an oversampling strategy is that the 

researcher often does not know the true trip distribution by which to calculate the proper weights. 

It also should be apparent that the researcher cannot make a simple adjustment after the 

unweighted estimation and expect to obtain an unbiased WTP estimate, unless the researcher 

knows the true WTP from an external source. Finally, the limited site information problem 

demonstrates the potential for incorporating sites with incomplete information into an aggregate 

category. Caution needs to be used in generalizing this result given that the aggregated sites 

were selected randomly. 

The unstartling nature of these results should encourage more researchers to explore the 

rich structure of random utility models in the recreation demand literature. While 

computationally more challenging, much of the intuition developed in the OLS regression 

framework will translate over into the nonlinear applications. Our experience has been that when 



results do go counter to our OLS intuition, we must go back and assure there are no 

programming or data-entry errors. The payoff of using the RUM to model recreation is seen 

immediately in the more defensible modeling of substitutes and the decision process. 
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An Empirical Investigation of the Consistency of Nested Logit Models with Utility 
Maximization 

Nested logit models (NLMs) continue to be popular in empirical studies of 

recreation site selection and the welfare implications of changes to site amenities (a 

nonexhaustive list includes Bockstael, Hanemann, and Kling , 1 9 87; Bockstael, 

McConnell, and Strand, 1989; Jones and Stokes, 1987; Milon, 1988; Morey, Shaw, and 

Rowe, 199 1 ; Morey, Rowe, and Watson, 1993; Lupi et al., 1994). A primary advantage 

of this specification is that it yields closed-form equations for the site choice 

probabilities, thus easing estimation, while allowing for varied correlation patterns among 

selection alternatives. In addition, nested logit models provide an intuitively appealing 

structure for the sequence of decisions involved in site selection, much like the two-stage 

budgeting process employed in consumer demand theory. They also deal well with issues 

of non-participants, choices among different types of recreational sites and activities, and 

different types of users.' For these same reasons, the nested logit structure is also widely 

used in other areas of applied economics, most notably in transportation mode and 

housing demand analyses. 

One issue in the empirical implementation of these models is whether the 

estimated models are consistent with utility maximization. In particular, it has been 

shown that the inclusive value coefficient (or dissimilarity coefficient) must lie in the unit 

interval for the empirical model to be globally consistent with utility maximization (Daly 

and Zachary, 1979; McFadden, 1981). Unfortunately, it is not uncommon to observe 

estimates of these coefficients that exceed one. In this situation, researchers have 



generally followed one of two alternatives. They might interpret these results as a 

rejection of the model specification and re-estimate the model with a different set of 

explanatory variables or nesting structure. Alternatively, they might proceed with the 

model interpreting the coefficients in a purely statistical sense where the size of the 

dissimilarity coefficient simply represents the degree of substitutability between the 

alternatives (see, e.g., Train, Ben-Akiva, and Atherton, 1989). In this case, no concern is 

directed towards whether the empirical model is consistent with utility maximization. 

Recently, Borsch-Supan (1 990) has provided a third alternative. Therein, he 

argues that the global conditions of Daly and Zachary (1 979) and McFadden (1 98 1) 

(hereafter referred to as the DZM conditions) are too stringent. Specific nested logit 

models, like flexible functional forms used in demand analysis, should be viewed as 

providing a local approximation to the true underlying model. As a result, conditions for 

consistency with utility maximization should only be expected to hold locally, such as at 

the mean of the sample or over a relevant range of choice probabilities. Borsch-Supan 

then derives a set of conditions under which a nested logit model is consistent with utility 

maximization, with dissimilarity coefficients that lie outside the unit interval. In an 

extension and correction to Borsch-Supan's work, Herriges and Kling (1 994) identify 

additional restrictions when nesting structures contain more alternatives than Borsch- 

Supan considers. However, neither Borsch-Supan nor Herriges and Kling discuss the 

empirical implementation of these conditions. The purpose of this paper is to present 



several implementation strategies and to provide an example of the methods using a 

recreational sportfishing application. 

The paper is organized into five sections. In the first section, we present the basic 

nested logit model and the necessary conditions for its global and local consistency with 

utility maximization. The data and empirical model employed in the example are then 

described in the second section. In the third section, we present three alternative 

approaches to checking for the consistency conditions, providing tests of those conditions 

based on classical statistics. A Bayesian approach to interpreting and imposing the local 

consistency conditions is provided in the fourth section. Final remarks and conclusions 

follow in the last section. 

Nested Logit Models and the Consistency Conditions 

The development of the NLM was largely in response to concern about the 

independence of irrelevant alternatives (IIA) assumption imbedded in traditional 

multinornial logit models. This assumption requires that the relative choice probabilities 

for any two alternatives be independent of the other choices available (See McFadden, 

1981, pp. 221-22). However, tests of the IIA assumption in the empirical literature 

frequently reject this limitation on preferences (e.g ., Borsch-Supan, 1 987, Train, 

McFadden, and Ben-Akiva, 1987). The NLM specification relaxes the IIA assumption of 

traditional logit models by introducing one or more dissimilarity coefficients &IS). These 

coefficients allow for varying patterns of substitution among alternatives in the choice 



set. Researchers may hypothesize that certain groups of alternatives are more similar than 

others and combine these alternatives together in one nest. For example, in a recreational 

fishing context, researchers might group alternative fishing sites together by choice of 

mode (i.e., fishing fiom the beach, pier, private boat, or party boat). 

Formally, the probability (Pi) that an individual will select alternative i is divided 

into two components in the NLM, with 

(1) 4 (4 = Qm(i) 4 1 m ( i ,  

where vi denotes the utility associated with alternative i, v = (v, ,...., v,), m(i) maps the 

alternative (i) into the mode (or nest) to which the alternative has been assigned by the 

analyst, and M denotes the total number of modes. Q, denotes the probability that mode k 

is selected and P;,m(i, represents the conditional probability that alternative i is selected 

given that mode m(i) has been chosen, with 

and 

where 

€Ik is the dissimilarity parameter (or inclusive value coefficient) associated with mode k. If 

ek = I ,  'd k = 1, ..., M ,  then the straight multinomial logit model results and the IIA 

453 



assumption holds for all alternatives. Often these models are estimated imposing the 

assumption that 0 = 0, V k (Morey, 1994), but this restriction is not necessary and is easily 

relaxed. 

As previously noted, DZM identify the set of conditions on parameter values 

under which the NLM (1) is globally consistent with utility maximization. The most 

problematic restriction from an empirical perspective is that the choice probabilities, Pi, 

must have nonnegative even and nonpositive odd mixed partial derivatives with respect 

to components of v other than vi. This condition ensures that the distribution has a 

nonnegative den~ity.~ In order for this condition to hold globally, it can be shown that the 

dissimilarity coefficients must lie inside the unit interval (McFadden, 1979; Daly and 

Zachary, 1979); i.e., 

(5) o < e k < l ,  Vk 

The key contribution of Borsch-Supan was to note that, if consistency with utility 

maximization is required to hold only locally, then the 0;s can lie outside of the unit 

interval. Specifically, it can be shown (Borsch-Supan, Theorem 1, and Hemges and 

Kling, Corollary 1) that the nonnegativity constraint on the first order partial derivatives 

of Pi implies the following necessary condition for all nests with two or more 

alternatives: 

Note that since 0 I Qk I 1, this condition is always satisfied for any value of 0 ,  E [O,l]. 

However, for the condition to be satisfied when Ok > 1, Qk must be sufficiently large. This 



necessary condition can be easily checked as there is only one condition for each nest and 

since one need only to compute the Qis and O$S, both of which are easily recoverable 

from model output. 

Similarly, the nonpositivity restriction on the mixed second partial derivatives of 

Pi are shown in Herriges and Kling to impose the following condition on ek7s for nests 

with three or more alternatives: 

(7) 8,<U2,(v)= 
4 

3[1- Qk (v)] + 4 ~ 1 - k  7Q,4 ( v N l -  Q, (vfl 

Again, there is again only one condition to check for each nest. 

In general, for a nest with n alternatives, there will be n-1 necessary conditions for 

each order of mixed partial derivatives. For example, with six alternatives in a nest, there 

will be five sets of conditions to check for that nest. Likewise, if there are only two 

alternatives, there is only a single condition to check corresponding to (6), so that ekI  

Ulk(v) is both necessary and sufficient. In practice, even when a model has many 

alternatives within each nest, it may only be practical or desirable to check the first and 

possibly the second derivatives. That is, given the errors implicit in model estimation, 

satisfaction of the necessary condition (6) may be considered adequate. This is analogous 

to the approach often used in demand analysis of checking only the sign of the own price 

elasticities or the diagonal elements of the matrix of Allen elasticities of substitution. 

Before proceeding with the discussion of the empirical implementation, it is worth 

commenting on the merits of requiring consistency with utility theory when performing 

welfare analysis. There are two strands of thought in this regard in the environmental 
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valuation literature. One approach is to argue that empirical welfare measurement is 

meaningful only if the resulting welfare esimates are consistent with the postulates of the 

welfare theory underlying them. Examples of papers and the requirements they address 

include: Hicksian versus Marshallian welfare measures (Bockstael and McConnell, 

1993), the satisfaction of the integrability conditions (Bockstael, Hanemann, and Strand, 

1986), the constraint that willingness to pay measures not exceed income (Kling and 

Sexton, 1992, and Kling, 199 I), and consistency with the theoretical requirements of 

demand systems (Hanemann and Morey, 1992). 

An alternative view argues that empirical welfare measures are by their nature 

approximations. This view suggests that there is so much error implicit in estimation that 

welfare measures that are not entirely consistent with utility theory are fine. Further, this 

view suggests that the best strategy is to find the model that best fits the data and use it to 

compute welfare measurement, regardless of whether the resulting estimates are 

consistent with utility theory. 

In the following sections, we describe the data, empirical specification, and 

approaches to testing consistency with utility theory. The degree to which the researcher 

would want to use these approaches as tools for model selection depends on where one 

comes out in the previous debate. In our view, welfare evaluation using recreation 

demand continues to be part art and part science. Examination of whether estimated 

models are consistent with utility theory can be combined with traditional goodness-of-fit 



tests to help evaluate models. Researchers should report the results of such evaluations, 

but must still use a dose of good judgement in the final analysis. 

Data and Empirical Specification 

The model estimated and data employed here are more fully described in 

Thomson and Crooke (1 989) and Kling and Thomson (1 994). In Kling and Thomson, a 

variety of NLMs are estimated that differ in their nesting structure and the implications of 

the various structures for welfare measurement are investigated. Here, one of the nesting 

structures implemented and estimated in that study is used as a model for applying and 

testing the consistency conditions. 

The data used to estimate the model are from the Southern California Sportfishing 

Recreation Survey conducted in 1989 (Thomson and Crooke, 1991). In this survey, the 

general population of eight coastal counties of Southern California was randomly 

sampled to identify anglers who were then mailed a follow-up survey. Mail survey 

respondents provided personal information on their income, zip code of residence, and 

other socioeconomic characteristics. Extensive information regarding their most recent 

saltwater fishing trip was solicited including the site they visited, mode of fishing (pier, 

beach, private boat, or charter boat), target species, travel distances, travel time, and 

expenditures. Roundtrip travel costs to each site were computed by multiplying roundtrip 

distances by a constant'cost per mile and adding an opportunity cost of travel time, costs 

associated with chartering a boat, and fuel expenses where appropriate. 



Data on catch rates were obtained from the Marine Recreational Fishery Statistics 

Survey (MRFSS) which provided catch rates on a per hour fished basis for each major 

species group by fishing mode and fishing area. Mail survey respondents frequently 

identified several target species for their most recent saltwater experience. Target species 

included bass, barracuda, bonito, rockfish, lingcod, shark, flatfish, and other. A catch rate 

variable was constructed by summing the per hour catch rates associated with each 

angler's target species. Since the MRFSS data was collected independently from the trip 

data, the catch rate associated with each alternative is exogenous to the trip decision. 

Upon combining the MRFSS creel data with the angler survey, there were a total 

of 26 modejsite alternatives: five sites that can be fished from the beach, five pier sites, 

and eight sites that could be accessed by private boat or charter boat. While there are a 

myriad of possible nesting structures one could consider, the nesting structure used in the 

present study groups alternatives by mode of fishing, as illustrated in Figure 1. This 

structure is chosen for two principle reasons: ( I )  it is a commonly estimated form for 

sportfishing studies and (2) it yields coefficients for the dissimilarity coefficients that lie 

outside the unit interval. The indirect utility associated with each alternative was assumed 

to be a simple linear function of catch rates and travel cost, with 

(8) vi=ci+p,T,+P,Ci 

where Ti denotes the roundtrip travel cost associated with site i and Ci denotes the catch 

rate at site i. 



The nesting structure in Figure 1, together with equations (I) through (4) and (8), 

can then be used to formulate the appropriate log likelihood function and estimate the 

parameters of the model. In this paper, TSP's ML procedure was employed. The resulting 

coefficient estimates are provided in the second column of Table 1. 

Both the price and catch rate coefficients have the expected signs and are 

significantly different from zero at a one percent significance level. Two of the four 

dissimilarity coefficients lie in the unit interval. However, the coefficient for private and 

charter boat models are 1.19 and 1.93, respectively. Thus, global consistency with utility 

maximization, as defined by the DZM condition (5), is violated for these two cases. A 

simple extension of the DZM condition is to recognize that the 6 ,  's are random variables 

and to test whether they are significantly greater than 1. Doing so generates t-ratios of 1.84 

and 6.86, respectively, for the private and charter boat modes, also suggesting rejection of 

the DZM conditions for these two modes. Using the asymptotic normality of the maximum 

likelihood parameter estimates, the probability that the 0:s jointly lie within the unit 

interval is less than .I%. These results suggest that the model as estimated is not globally 

consistent with utility maximization. In the following section, we apply the B&sch-Supan 

conditions to check whether, despite the global inconsistency, the estimates are consistent 

locally with utility maximhtion. 



Classical Tests of Consistency with Utility Maximization 

The crux of Borsch-Supan's original argument was that consistency with utility 

maximization should be required to hold only for "...data points that are sensible for a 

specific application of the choice model." (1 990, p. 377). However, the selection of the 

domain over which the conditions will be required to hold is left as a task for the analyst. 

In this section, we identify three classical approaches to implementing and testing the 

consistency conditions identified in (6)  and (7). Briefly, the first two methods require the 

consistency conditions to hold : (1) for all observations in the sample (or some proportion 

of observations) versus (2) at the means of the explanatory variables. The third approach 

recognizes that, even if the point estimates fail to satisfy the local consistency condition, 

there may not be sufficient precision in the parameter estimates to statistically reject 

consistency. Thus, we propose testing the conditions using the mean of the sample's 

explanatory variables. 

The first approach takes one extreme in checking whether the model satisfies the 

consistency conditions, namely whether the first and second order conditions hold for 

each of the 1 182 observations in the data set. The second column of Table 2a reports the 

percentage of the time that the first order condition is satisfied in the sample for each 

fishing mode. Thus, for all but the charter mode, the first order condition that 0; I UIi (v) 

is satisfied for the entire sample. Clearly this result is expected for the beach and pier 

modes, which satisfy the global DZM condition of 0; I 1. The private mode result is 

encouraging in that, despite the violation of the DZM restriction with 0 ,,,,, = 1.19, we 



still find 100 percent compliance with the fust order condition. The charter mode results, 

on the other hand, are not as encouraging with the first order condition being satisfied for 

less than eight percent of the sample. A similar story emerges when we turn to the second 

order conditions, as indicated in Table 2b. While the second order conditions are 

uniformly satisfied for both beach and pier modes, they are rarely satisfied for either the 

private or charter modes. The higher probabilities associated with choosing these modes 

are simply not large enough to counter the large estimates of the dissimilarity parameters. 

The first approach may be viewed as too stringent in that, while global 

consistency is not sought, consistency is expected to hold for the entire domain of the 

explanatory variables. This is rarely expected of continuous demand models when 

flexible functional forms are employed. Instead, analysts typically check curvature 

conditions only at the mean of the sample. This leads to our second approach to applying 

the local consistency conditions, checking whether or not the dissimilarity coefficients 

satisfy 6, s fi,, (V) in the case of the fust order conditions and 6,s fi2, (F) in the case of 

the second order conditions, where F indicates the value of the indirect utility function 

evaluated at the means of the explanatory variables. 

Values for fi,, (v) and fi2, (v) are reported in the fourth column of Table 2, with 

the 6, 's repeated in column 3 for comparison sake. Qualitatively, the implications for 

local consistency with utility maximization do not change fiom the fust approach. The 

first and second order conditions hold for the beach and pier modes. For private, the first 

order condition holds, but not the second and for charter neither condition holds. Based on 



the results of these first two evaluation methods, a clear case cannot be made for whether 

the empirical model is consistent with utility maximization. However, as one would 

expect, the second method's results are closer to suggesting compliance. Given that the 

parameter estimates are just that, estimates, the question is whether or not there is sufficient 

precision in the coefficients to reject local consistency. This leads to our third and final 

method for checking the first order local consistency conditions, testing the hypothesis: 

HIO: 0 ,  s u I k ( v )  

against the alternative hypothesis 

HIA: e k  > U ~ k ( v )  

for each k. Note that these are one-tailed tests. Likewise, hypotheses associated with the 

second order consistency conditions can be written: 

Results of these tests are reported in the last column of Table 2, where the t-ratios 

associated with the test statistic 

A 

(9) 2 j k = e k - f i j k ( v )  

are reported. In both cases, negative t's immediately signify failure to reject the null 

hypothesis (i.e., compatibility with utility maximization). It is only t's that indicate 

significant differences from zero in the positive direction that suggest rejection. Based on 

this criteria, all four of the modes satisfy the first order condition, but for only one of the 

four modes (charter) do we reject the second consistency conditions at any reasonable 



confidence level. These results are more conclusive, particularly if satisfaction of the first 

order condition is felt to be adequate. 

While individual tests of the consistency conditions is revealing, what would be 

preferred is a joint test for all modes; i.e., a test that all of the first derivative conditions 

taken together are satisfied and a test that all of the first and second derivative conditions 

are jointly satisfied. Since the methods used parallel those for the Bayesian approach, 

these joint tests and their results are discussed in the next section. 

A Bayesian Approach to Imposing Consistency with Utility .Maximization 

In the previous section, our focus was on an ex-post evaluation of the model to 

determine whether it is consistent with the first and second order necessary conditions for 

consistency with utility maximization. An alternative approach is to impose these 

conditions in estimating the coefficient vector. To do so, we adopt the Bayesian 

perspective of combining prior beliefs about the distribution of the coefficient vector with 

evidence from the sample. In this case, our priors are summarized by the necessary 

conditions, either condition (6) or conditions (6) and (7) simultaneously. For example, for 

consistency with condition (6), we adopt the uniform prior density function 

1 0,IU,,(F) 'dk 
(10) hiB.0) K {  0 otherwise 

Following Bayes rule for continuous functions, the posterior density function can then be 

expressed as 

(1 1) f i(PPel4 ~h(PJe)L(P,~ I49  



where X is the set of explanatory variables and L(P,BJY) is the joint density or likelihood 

function for the sample. 

Likewise, priors requiring that conditions (6) and (7) both be satisfied can be 

summarized as3 

1 0, <U2,(V) 'v'k 

0 otherwise 

To combine our priors with the sample likelihood, we employ Monte Carlo 

integration methods (Kloek and van Dijk, 1978; Geweke, 1986). In this procedure, a large 

number of draws are taken fiom the posterior distribution and the mean of these draws is 

used to estimate the posterior means of parameters. Thus, the posterior density is defined 

only over the parameter space consistent with the restrictions. 

Procedurally, the approach is as follows: 

1. Estimate the nested logit model without prior information yielding a parameter 

vector that is distributed multivariate normal with mean 4 = (b,6) and variance- 

covariance matrix 6. 

2. Randomly resample a large number of times from the N(@,  h) distribution. 

3. Retain only those draws fiom this distribution that satisfl the priors. This truncated 

sample provides a series of random draws from the posterior distributions, 

f ,  (P,B Ix) , which can in turn be used to characterize the posterior distribution. In 

particular, the truncated sample can be used to form posterior means for €I,, ones 



that are consistent with the priors. The truncated sample can also be used to estimate 

probabilities and standard deviations associated with the posterior density function. 

In the current application, we form the posterior distribution by resampling one million 

times from the maximum likelihood coefficient vector. In each repetition, consistency 

with utility maximization is determined by evaluating the conditions (6)  andlor (7) at the 

mean of the explanatory variables. 

We begin by considering priors based only on the first order conditions (i.e., 

f i  (P,0)). Out of the one million draws from the appropriate normal distribution, roughly 

13.5% satisfied all four of the first conditions.' The means for the resulting posterior 

distribution, f, (P,0 1X) are given in column three of Table 1, along with standard errors 

for each parameter. Notice that all of the parameter estimates are affected by the 

imposition of the first order priors. As one might expect, both of the 0;s associated with 

private and charter modes shrink relative to the classical estimates, though neither falls 

below one. The estimated Ok's for both the pier and beach modes are likewise reduced. In 

addition, the price coefficient becomes less negative and the catch rate coefficient falls 

slightly. In all cases, the standard error associated with a parameter is smaller as a result 

of truncating the parameter distribution. 

The shifts in the parameter coefficients are more dramatic when the second order 

condition priors are imposed. From the initial one million draws, only nine (.0009%) of 

them also satisfy the second order condition in equation (7). The corresponding means for 

the posterior parameter distribution are provided in column four of Table 1. In this case, 



only the Ok associated with the charter mode remains above 1. Furthermore, the price 

coeff~cient has shrunk to almost half its level relative to the classical estimates. 

We had also hoped to report point estimates that impose the priors of the DZM 

conditions, i.e., all of the dissimilarity coefficients being contained in the unit interval. 

However, none of the repetitions we performed provided coefficients consistent with this 

restriction, thus we estimate a near zero probability of the DZM conditions holding. 

In estimating nested logit models of recreation behavior, analysts are often 

interested in constructing welfare measures associated with the resource. Thus, it is of 

interest to determine how much welfare estimates change as a result of imposing priors 

on the coefficients. To examine this, we have constructed welfare measures associated 

with closing groups of the sites using the standard formula for compensating variation in 

nested logit models (Hanemann, 1982). Welfare estimates associated with three 

alternative priors are reported in Table 3. Using the coefficients obtained fiom a diffuse 

prior (i.e., no restriction on the coefficients), the average welfare loss associated with 

closure of all of the shore sites is $8.40 per choice occasion. (Note that this is also the 

typically reported classical welfare measure). The average welfare loss associated with 

closure of all of the offshore sites is $27.46 per choice occasion. 

Using the coefficients when the first order condition priors have been imposed 

(i.e., column three of Table I), we obtain shore and offshore estimates of $10.28 and 

$31.57, respectively. Finally, when using the point estimates with priors of both the first 

and second conditions, we find estimates of $44.45 and $16.55 for the offshore and shore 



sites. The welfare valuations when the local utility maximization priors are imposed have 

potentially serious implications for policy makers in this case, nearly doubling the shore 

valuation and increasing the offshore valuation by over sixty percent. The welfare 

measures rise in these cases primarily due to the reduction in the absolute value of the 

price coefficient in each case. 

Given the sizable differences in welfare estimates associated with imposing the 

priors, it is reasonable to ask which of these point estimates provide the best guidance for 

policy makers. Unfortunately, there is no easy answer since, by their nature, Bayesian 

estimates depend critically on the assumed priors and there are a wide range of priors that 

might be reasonably imposed. It is our sense that imposition of the first order conditions 

evaluated at the mean is a sensible minimum restriction and mimics the requirements 

imposed in other areas of applied demand analysis. However, reasonable arguments can 

be made in favor of more or less restrictive priors. Thus, we suggest the best course of 

action is to consider a range of priors such as we have done here (difise priors, first 

order condition priors, fnst and second order condition priors, etc.), so that individual 

readers and policy makes have available the information to make their own assessment. 

Also, in evaluating the welfare measures, it is useful to contrast these estimates to 

those found elsewhere for similar resources. For example, in a study estimating the 

compensating variation associated with closure of the Atlantic Salmon fishery at the 

Penobscot River in Maine, Morey, Rowe, and Watson (1 993) found estimates ranging 

from about $75 to $1 50 per trip. Morey, Shaw, and Rowe (1991) found annual 



compensating variations lost from closing shore modes and boat modes along the Pacific 

Coast to range fkom about $6 to $1 10 and fkom about $3 to $60, respectively, depending 

upon the county of origin. As a final comparison, Bockstael, McConnell, and Strand 

estimate per trip access values of between $0.80 and $8.00 for sportsfishing off the 

Florida Coast. 

Note that the above procedure can also be used to construct the classical joint tests 

mentioned above of the simultaneous satisfaction of the four first derivative conditions 

and the joint satisfaction of the eight first and second derivative conditions. In particular, 

the simulation results reported above can be interpreted in a classical setting as indicating 

that over a large number of samples, the first derivative conditions will be satisfied 

roughly 13.5 percent of the time. With standard significance levels of 1 or 5%, this result 

suggests acceptance of the null hypothesis of consistency with the first derivative 

condition. In contrast, the results combining the fxst and second conditions suggest that if 

a large number of samples were drawn, all eight of the conditions would be satisfied in 

only about .0009% of them, suggesting rejection of the null that all eight of the fxst and 

second conditions are satisfied. These results are quite consistent with the individual tests 

of the conditions as the t's on the second condition for private and charter modes are quite 

large, suggesting clear rejection of satisfaction of the second necessary condition. 



Final Remarks 

Researchers employing NLMs in recreation demand models and other 

applications have often produced estimates of dissimilarity coefficients that lie out of the 

DZM bounds for global consistency with utility theory. This study has demonstrated that 

it is possible to take advantage of the conditions developed by Bijrsch-Supan and to 

determine whether the dissimilarity coefficien estimated are locally consistent with 

utility theory. Based on formal tests of these conditions, this paper has found that 

although neither the DZM conditions, nor the Borsch-Supan conditions hold for all the 

modes for the first condition, when framed as a statistical test, the null hypothesis of 

consistency with the first condition cannot be rejected. Thus, the Borsch-Supan 

conditions do provide some help in extending the range of the dissimilarity coeficient 

values that can be interpreted as being consistent with utility maximization. 

In this application, we have chosen to concentrate on only the first two derivative 

conditions. As noted, there will in general be one less derivative condition for each nest 

than the number of alternatives in that nest. Thus, testing only the first two conditions can 

be viewed as necessary, but not sufficient. It is our sense that in most circumstances, 

researchers will be quite content with this level of consistency. In fact, in many cases 

satisfaction of the first derivative condition may be deemed to be satisfactory. 

A final point to note is that consistency with utility maximization is only one 

possible selection criteria for choosing a model. Consistency with utility theory alone 

would not likely suffice as a reason for choosing a particular nested structure over 



another. Traditional model selection criteria such as goodness-of-fit and reasonableness 

of the chosen variables shodd continue to be key in choosing model structure. 



Table 1 : Classical and Bayesian Point Estimates 
Under Three Alternative Priors 

Priors Based On: 
Classical or First Order First and Second 

Parameter 1 m- 

8 private 1.19 1.03 0.74 
(0.11) (0.05) (0.04) 

@ beach 0.88 0.72 0.42 
(0.1 1) (0.06) (0.07) 

1 Standard errors are reported in parentheses below the point estimates. 



Mode 

Private 

Charter 

Pier 

Beach 

Mode 

Private 

Charter 

Pier 

Beach 

Table 2: Tests of the Consistency with Utility Maximization 

(a) First Order Conditions 

Sample % with 
0 ,  5 u , k ( v )  ê  k  G k  (v) t-ratio 

(a) Second Order Conditions 

Sample % with 
0 , s  u , k  ( v )  ê  k  fi2k (F) t-ratio 

4.5% 1.19 1.14 0.53 

0.0% 1.93 1.24 4.08 



Table 3: Welfare Estimates Associated with Alternative Priors 

Welfare Measure With 
First Condition First and Second 

Sites Closed Diffuse Priors as Priors 

Offshore $27.46 $3 1.57 $44.45 

Shore $8.40 $10.28 $16.55 
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FOOTNOTES 

1 We would like to thank an anonymous referee for pointing out these advantages of 

nested logit models. 
2 The other conditions are that the probabilities be nonnegative, that the sum of the 

probabilities over all alternatives equal one, that the probabilities depend only on 

differences in utilities, and that the cross derivatives of the probabilities with respect to the 

arguments be symmetric. See Borsch-Supan (1 99 I), Daly and Zachary (1 979), or 

McFadden (1 98 1). 

Note that it is redundant to include 9, 5 UIk ( V )  in the definition offt, since 

U,, ( V )  I Ulk (V).  See Herriges and Kling. 
4 In the Bayesian framework, this can be interpreted as approximately a 13.5% probability 

that the first necessary condition is satisfied for all four modes. 
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Introduction 

Willingness to accept (WTA) and willingness to pay (WTP) are theoretical constructs 
often used to measure, in monetary terms, welfare changes associated with changes in 
environmental quality through use of a survey technique called the contingent valuation 
method (CVM). When there are no quantity constraints, the difference between WTA and 
WTP is the income effect; WTP is constrained by budget constraints, but WTA is not. The 
theoretical appropriateness of either measure is determined by property rights. If society as a 
whole has property rights to environmental quality, then the theoretically appropriate money 
measure of welfare change associated with a reduction in environmental quality is WTA and 
for an increase, WTP. 

Willig (1976) argued that under certain conditions, any difference between WTA and 
WTP is likely to be smaller than the probability of error associated with estimating the 
Marshallian demand curve, so using consumer surplus (CS) as a money measure of welfare 
change to approximate either WTA or WTP could be justified. Willig derived his results with 
respect to price changes. Randall and Stoll (1 980) derived Willig's results with respect to 
quantity changes, such that the results are applicable to changes in environmental quality. 
The implications of the Willig and Randall and Stoll articles for natural resource valuation are 
that if there should not be a large difference between WTA and WTP, then it should not 
matter which measure is used. Pursuant to Willig and Randall and Stoll, researchers have 
sought to test the equality of WTP and WTA in the face of seemingly negligible or zero 
income effects. Empirical results (summarized in Table 1) have been reported as inconsistent 
with economic theory because WTA has consistently been significantly greater than WTP. 
(Fisher et al., 1988 and Chmmhgs et al., 1986.) 

The reported theoretical inconsistency along with empirical results of significant 
differences between hypothetical and actual WTP have contributed to skepticism over CVM's 
ability to evaluate welfare change. A panel appointed by the National Oceanic and 
Atmospheric Association (NOAA) to evaluate contingent valuation (Arrow et al., 1993) has 
recommended conducting CVM strictly in a WTP question format in spite of the theoretically 
appropriate measure of welfare change. 



Investigator 

Bishop & Heberlein (1985) 

Experiment 2 

lhperiment 3 

Brookshire, et al. (1980) 

Gordon & Knetsch (1979) 

Grego~y (1986) 

Hammack & Bmwn (1974) 

Kahneman, et al. (1990) 

Kn& & Sinden (1984) 

Expeximent 1 

Experiment 2 

E x p k e n t  3 . 

FXperiment 4 

Good 

Goose hunting permit 

Deer hunting permit 

Deer hunting permit 

Elk hunting permit: 

.l, 1 elk encounter 

5 elk encounter 

10 elk encounter 

Fishing hole 

Hand calculator 

Imponed champagne 

Waterfowl hunting 

Coffee mug 

Ballpoint pens 

lottery tickets: 

$70 in merchandise or $50 in 
cash 

$15 in merchandise or $10 in 
cash 

WTP group given $3; ' 

WTA group: $70 in 
merchandise or $50 in cash 

WTP group given $1-$4; WTA 
group: $90 in merchandise or 
$7Oincash 

WTA/WTP 

(4.8)i 

(lgh*; (6%- 

(16.3,; (6.88k 

(1.57)~ 

(2.64)~ 

(6.47)~ 

&Ue)n 

( s i m - t ) ~  

( d f l - t ) ~  

(4.231, 

about (2.33), 

about (2.75), 

(1/2 WTP group pd $2; 76% 
WTA group refused $2X, 

(1/2 WTP group pd $.50; 87% 
WTA group refused $.SOX, 

(38% of WTP group bought 
t i ck ,  82% of WTA group 
refused to sell for $3), 

(20% of WTP group bought 
ticket (75% at lower price); 
58% of WTA group re- 



This paper presents a reanalysis of the empirical results summarized in Table 1; the 
results are determined to be theoretically consistent. The source of the income effects in the 
studies is identified as consumption at zero marginal cost (MC) (free experimental private 
goods or goods provided by the public sector at zero MC to individuals) or MC less than 
marginal utility (public goods provided at MOO). 

sta tus  

Figure 1. 

The implications of the theoretical consistency established in this paper are that the 
property rights implied by a CVM question f o m t  will significantly affect the value placed 
on the subject public good. Suppose society has property rights to environmental quality. In 
Figure 1, negotiations would begin at 0 and proceed to the right. The intersection of society's 
WTA and the polluter's WTP would be relevant, so X* would be the optimal level of 
pollution. On the other hand, if polluters have property rights to pollute, negotiations would 
begin at 0' and proceed to the left. The intersection of society's WTP and the polluter's WTA 
would be relevant, and X' would be the optimal level of pollution. 

The significance of this paper is most relevant to cases where it is agreed that society 
has property rights to environmental quality and where the courts have established that 



property rights lie with society as g whole, in which case WTA would be the theoretically 
appropriate measure of welfare change from society's perspective. In these cases, if society is 
put in the position of not having property rights because of adherence to the NOAA panel 
recommendation, then in Figure 1, X' would be the resulting level of pollution, but X* would 
be the socially optimal level of pollution. In order to frame CVM in a WTP format when 
WTA is theoretically appropriate, the survey must be designed such that respondents are 
asked what they are willing to pay to keep something that is already perceived as belonging 
to society. This is intended to serve as a proxy for the appropriate measure, willingness to 
accept compensation for a reduction in environmental quality. The question is much different 
from asking what they would be willing to accept as compensation for a loss in 
environmental quality and from asking what they would be willing to pay for an increment in 
environmental quality, because of the implied property rights. This appropriation of property 
rights from society is what is happening in natural resource valuation today; it is inefficient 
and unsustainable because environmental quality is being significantly under-valued, such that 
the values elicited by CVM do not reflect the relative scarcity of environmental quality. 

In light of the empirical results, Knetsch (1990) has analyzed the implications of 
theoretically inappropriate use of WTP. He concludes that gains from trade may be 
overstated; final allocations will not be independent of property rights as purported by the 
Coase theorem, but rather can vary radically with property rights; loss assessments will be 
seriously understated, and decisions based on these assessments will be severely biased 
downward; too many environmentally destructive projects, and too little mitigation will be 
undertaken; welfare losses will not be adequately compensated; environmental control 
standards will be set too low; and benefitcost analyses will be biased upward because costs 
will be underestimated. 

In addition to the implications identified by Knetsch, lowa income people will be 
under-represented in social welfare analyses because of the budget constraints imposed by a 
WTP framework, when WTA is the theoretically appropriate measure of welfare change. 
Further, if respondents perceive themselves as having property rights but are put in a position 
of not having property rights by a WTP question format, there is no apparent reason for 
believing the responses to be valid responses to the valuation questions asked. Strict 
adherence to the NOAA panel's recommendation will result in sign3cant undervaluation of 
environmental quality and natural resources in cases in which society is deemed to have 
property rights such that WTA would be the theoretically appropriate measure. This would be 
the case for proposed reductions in environmental quality and for damage assessment cases. 
The courts have established that environmental property rights lie with society as a whole by 
holding polluters liable for damages; and there is no disagreement in the literature that WTA 
is the theoretically appropriate measure in environmental damage assessments. Yet WTP has 
become the prevalent measure of welfare change, as  society continues to be faced with 
reductions in environmental quality. 

The following section explains the difference between WTA and WTP in the private 
goods experiments within the scope of existing economic theory, demonstrating the theoretical 
consistency of the empirical findings. Income effects with respect to public goods are 
analyzed later in the paper, for the case of quantity changes. 



Consistency with Microeconomic Theory - Rivate Goo& Analysis. 

The studies in Table 1 all involved goods that could be consumed at a MC lower than 
the individuals' mar@ utility of the good. In the private goods experiments, the 
experimental good could be consumed at zero MC by the WTA groups. These experiments 
involved a WTA group and a WIT group. The WTA group was given a free good that was 
considered an insignificant contribution to consumer surplus, so it seemed reasonable to 
assume a negligible income effect. Therefore, according to Willig and Randall and Stoll, 
WTA and WTP would be close, or .equal if there was z m  income effect. The studies were 
consistent in finding WTA to be significantly greater than WTP, counter to Willig's and 
Randall and Stoll's predictions. Interestingly, the findings of WTA>WTP persist in real cash 
transactions. 

Based upon the consumer's primary problem of maximizing utility, U(Q, X), subject to 
budget constraints, M=PQQ+PxX, (Q represents the private experimental good, X = all other 
goods, PQ = the price of Q, Px = the price of X, and M = money income), the Lagrange 
equation and first order conditions (FOC) for utility maximkition are: 

The following relationship between the marginal utility of income (A) and the income effect 
is derived from the second order conditions. 

This equation can be found 'in Mishan (1981, pp. 523-524). It reveals that the income effect is 
weighted by A. It is derived from a system of ordinal equations, so the findings are general. 

The effect of zero MC on A and rational consumer behavior. 

Within the above system of equations, a definitive relationship between A and PQ 
cannot be determined; however, if cardinality is assumed, then one equation can be analyzed 
independently of the others, as  in partial equilibrium analysis. Solving (2) for A yields: 

The marginal utility of income is defined as marginal utility per dollar of cosr, it is 
inversely related with PQ By non-satiation UQ cannot be zero. Thus by definition and from 
equation (6), A is infinite when goods can be consumed at zero MC and positive marginal 
utility is derived. Since the income effect is weighted by A, it is possible to have a huge 
income effect regardless of the size of dQ/dM, so long as dQ/dM z0. Therefore, the large 



income effects associated with consumption at zero MC in the private goods experiments are 
theoretically consistent. 

Intuition behind respondents' behavior. 

The effect of the receipt of a free good can be seen in Figure 2, which depicts the case 
where only one unit of Q can be consumed at zero MC. Asswne that all of the individuals 
walking into the private goods experiments are at point A on Uo, where they all face market 
prices P,. Receipt of a good at zero MC places the WTA individuals at point B on U,, while 
the WTP individuals remain at point A. PI is a virtual price ratio. weary and Roberts, 1980.) 
The WTA group then faces the same oppo~I~~&y costs as the WTP group, so the budget line 
for the WTA group will run parallel to the original budget line at market prices Po and 
through point D. However, the WTA individual's indifference curve is not tangent to the 
market price ratio at D. In fact, at D, Po is less than the marginal rate of substitution of Q for 
X (MRS,J. If the WTA individuals were in the market for the good they would not sell at 
P,. In some of the experiments (e.g. Kahneman) real mean WTA was less than the actual 
market price of the good, indicating that perhaps the WTA individuals were not in the market 
for the good. This is consistent with the assumption that they entered the experiment at point 
A, i.e. their demand for the good had already been satisfied. See Smith for a discussion on 
experimental results when respondents already own the good'(1994, p. 141). 

4 MTA 

> IJTP 

Figure 2. 
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At Ply the WTP group's MRS, is less than Ply so they would not be willing to 
purchase an additional unit of Q at PI. They would be even-less willing to pay P,. A price 
ratio lower than Po and lower than P, would be necessary to induce the WTP group to 
purchase the experimental good; whereas a price ratio greater than Po and P, would be 
necessary to induce the WTA group to sell, if they were in the market for the good. That 
WTA>WTP when the WTA group receives goods at zero MC is consistent with rational 
utility maximizing behavior. The experiments have imposed the largest income effect possible 
indirectly by inducing an infinite 3t and thereby a large income effect, by (5). 

One comment on these results was that the initial MCQ to the WTA group is not zero 
because they face the opportunity costs associated with retaining the good. These opportunity 
costs do not arise until after receipt of a free good and placement on a higher indifference 
curve. The fact that the WTA group then faces a positive opportunity cost is reflected in P,,. 

Consistency with Microeconomic Theory - Public Goods Analysis 

For the analysis of public goods, let Q = environmental quality. A distinguishing 
characteristic of public goods is that they can be consumed at either MC<UQ (scenario 1) or 
at MC=O (scenario 2). This does not mean additional units of Q can be acquired at MC=O or 
UQ>MCQ. It means that public goods already in existence can be consumed on a daily basis 
at MC=O or UQ>MCe because of the non-rivalry andlor nonexcludability characteristics of 
pure public goods. A non-rival good is one which does not diminish with consumption by any 
one individual, as long as demand for the good is below the level of congestion. The MC of 
providing a non-rival public good to another individual (once provided to any one individual) 
is zero. This is why it is inefficient to charge a positive price for non-rival goods, regardless 
of whether they are excludable. Non-excludability is the other defining characteristic of a pure 
public good. A good is non-excludable if, once it is provided, no one can be excluded from 
its consumption, such that it is not possible to enforce a positive price. A pure public good is 
both non-rival and non-excludable, but a public good can be characterized by any 
combination of these two characteristics. Since MC=O or UQ>MG for public goods already in 
existence, this analysis applies to CVM when WTA is the theoretically appropriate measwe 
of welfare change. This is consistent with the private goods experiments where only the WTA 
groups enjoyed Q at MC=O. 

Figure 3 demonstrates the way in which the optimal provision of public goods is 
theoretically determined. Individual demand curves are vertically summed, and the efficient 
quantity is Q*. At Q*, individual (1) would be willing to pay P,, individual (2) would be 
willing to pay P,, and so on. However, efficient pricing is not necessarily the government's 
objective, and perfect price discrimination is not technically feasible or desirable from an 
equity perspective. If provision of the public good is financed through taxes and price is set at 
PQy MCQ would be less than the individual marginal valuations of Q (Ply P,, P,, and P,). If PQ 
is the elk hunting license fee in the Brookshire et al. study, the marginal utility of hunting 
(P,=UQ) would be greater than PQ If PQ=O as in the Bishop and Heberlein geese and deer 
hunting studies, again UQ>PQ. If a less than socially optimal quantity such as Q' were 
provided at P* the relationships would still hold and the differences between UQ and PQ 



would be even greater. It is possible for UQ to be less than P* i.e. for individual 0 in Figure 
3. The remainder of this analysis applies only to the case where UQ>Pe 

Figure 3. 

The case where MCQ>O. 

Johansson (1987) has analyzed the consumer's utility maximization problem when Q is 
not a choice variable and the constraint on Q is binding under scenarios (1) and (2) as 
described above. He defines income in the budget constraint as income net of lump sum taxes 
used for the provision of public goods. For scenario (1) (MCQ>O), Johansson derives the 
following set of equations (p. 58): 

where V represents the indirect utility function, M is income net of lump sum taxes, and all 
other notation is the same as before. Equations (10) and (2) are similar: the FOC require that 
UQ=APQ. Assuming cardinality and solving for A yields equation (6). The larger the 



difference between UQ and P,, the larger will be and therefore the income effect. 
Individual (4) in Figure 3 would experience a larger income effect than the others. 

According to Johansson, an increase in Q has both a substitution effect and an income 
effect. The income effect would cause the individual to reduce expenditures on X in order to 
consume more Q, since the constraint is binding. The substitution effect comes about because 
U, is affected by changes in Q. An increase in PQ has the income effect, dVldPQ = -lQ, but 
no substitution effect, since an individual would be unwilling to reduce consumption of Q 
(binding constmint). @p. 58,59.) Again, l is a significant determinant of the income effect. 

The foregoing seems to imply that Q is a choi& variable. Since MCQa, these public 
goods are excludable, such that an individual need not consume Q. For Q to not be a choice 
variable means that individuals have no cantrol over the level of Q accessible; but once Q is 
provided, they have a choice of how many times to consume Q, e.g. how often to visit the 
Grand Canyon. 

The case where MCQ=O. 

With respect to scenario (2), Johansson states that there will be no income effect 
associated with a change in Q since PQ=O. The income effect is that part of a price change 
that forces an individual on to a different indifference curve because it necessarily changes 
real income. This can be seen in Figure 4 with respect to quantity changes. 

Figure 4. 

A reduction in Q from Qo to Q, will force the individual on to a lower indifference curve, 
from Uo to U,. In order for the individual to remain on Uo he or she must be compensated for 
the income effect by the amount (XI-&). If PQ=O, but P,*O, there can be no substitution 
effect because  cannot be consumed at zero MC. A reduction in the quantity of Q is 



equivalent to an increase in the virtual price of Q. In Figure 2, it would be represented by a 
move from point B to point A. Recall from Johansson's analysis, that a change in PQ has an 
income effect but no substitution effect, because the constraint on Q is binding. 

Conditions under which income effects associated with a reduction in 0 can be zero. 

(1) The case where UQ=O. 

In order for there to be no income effect associated with a reduction in Q, it must be 
the case that the. individual can remain on the same indifference curve. One way for this to be 
the case is for'& to be zero. This case is depicted in Figure 5: 

Figure 5. - 

Johansson's conclusion of zero income effect relies upon UQ=O by equation (10). However, PQ 
has been set below UQ; and by non-satiation UQ cannot be zero, such that equality in (10) 
cannot hold. It cannot be assumed that UQ=PQ as in private goods analyses. 

The expenditure function is derived from V and assumes that (10) has been met with 
equality. Findings of zero income effect via expenditure function analyses also rely on UQ=O. 
Expenditure functions are based upon money income (when real income is relevant) and 
cannot incorporate the fact that for public goods UQ>PQ. Freeman's conclusion (1993, p. 74) 
that income effects are necessarily zero when PQ=O is based on expenditure functions. He 
states that "If w, is the marginal value of a change in q [environmental quality], it is given by 
the derivative of the restricted expenditure function with respect to: 



The right-hand side of this expression is also equal (in absolute value) to the slope of the 
indifference curve through the point at which welfare change is being evaluated." This is the 
case depicted in Figure 5. The implication is that since environmental quality is unpriced 
(-&/lQ=O), its marginal value is zero. 

(2) The case where A is held constant with respect to all prices. 

Another way for it to be the case that there is no income effect with respect to 
quantity changes when PQ=O is to hold A constant with respect to all prices (including virtual 
prices), which is what Willig does. By focusing on the income elasticity of demand to 
measure income effects, and then by holding that constant at 1; or such that the smallest and 
largest values of the income elasticity of demand (qo and q') are "sufficiently close in value" 
(Willig, p. 594.), it is clear that Willig's findings are based upon Samuehn's first 
interpretation of A being constant. Prices are allowed to vary, but they are assumed to have 
no effect on A. "Thus, if A = A[(M)], the money measure (consumer surplus) gives an exact 
or at least proportional measure of utility change, i.e., S=AU/A, when prices vary with 
income fixed," where S = consumer surplus (Johansson, p. 28.) 

Willig states that his analysis does not depend on a constant A. This appears to be 
based upon his assertion that his findings hold even if all income elasticities of demand are 
not assumed to be 1, as implied by homothetic utility functions and A's homogeneity of 
degree minus one. Willig (p. 592) defines constant income elasticity of demand: 

- 

Willig assumes that there is no difference between qo and q'. When he relaxes this 
assumption, he st i l l  requires that qo and q' be "sufficiently close in value." @. 594.) He 
asserts that "(M)easwed income elasticities of demand tend to cluster closely about 1.0, with 
only rare outliers." (p. 590.) Haneinam (1994) reports income elasticities of demand for . - 

state and local government services as ranging from, -3 to .6, for charitable giving ranging 
from .4 to -8, and in CVM falling within a similar range. McKenzie (1983) also claims that 
there is no empirical justification for asserting that income elasticities of demand cluster about 
1.0 and further states that: 

if (TO and q') are assumed to be close in value, it must also be the case that the range 
of price variation under consideration is not very great. Consequently, it will be true 
that the magnitude of the consumer surplus integral will be small. @.- 118.) 

McKenzie uses an example based upon the Klein-Rubin linear expenditure system and a 
difference between q0 and q' of .20 and determines that in order to generate Willig's results 
"the maximum allowable range of price variation is -.002" @. 118). 

From the derivation of Willig's results presented in Just et al. @p. 97-103), it is clear 
that without assuming a small ( AP 1, then it cannot be assumed that I AP (X = consumer 
swplus, or that a change in consumer surplus is equal to the real income change caused by 
AP. Further, if the demand curves are not linear, then the areas between WTA and -CS and 



between CS and WTP will not be triangles. Johansson reports that Willig's results were 
derived for a single consumer, and that if "there are large variations in income and/or income 
elasticity of demand between consumers, the aggregate error may become quite large" @. 53). 

Willig may or may not be holding aX/aM constant, but he is holding aA/aPi conslant. 
Since the objective of CVM is to sum individual measures of welfare change, we know that 
homothetic utility functions are in fact asmned. Willig acknowledges that his results apply 
in the case of homothetic utility functions (McKenzie). Given Samuelson's first interpretation 
of the constancy of A, we know that homothetic utility functions necessarily imply that A is 
held constant with respect to price changes, so there is no question that Willig is holding A 
constant with respect to prices. Thus Willig's findings rely on a constant A with respect to all 
prices by assumption of marginal price changes. His findings apply only when income effects 
are zero or negligible - since in his analysis income effects are negligible or zero by design. 

(3) The case where A is held constant with respect to (n-1) prices and income. 

Another way for it to be the case that there is .no income effect associated with 
quantity changes when PQ=O is to hold A constant with respect to (n-1) prices and income. 
When Freeman concludes (in a separate analysis from that described above) that there is 
necessarily no income effect when PQ=O, he assumes quasi-linear utility functions. This can 
be seen in his Figure 3.10 @. 78). Again, income effects are zero by design. 

Conclusion 

The empirical fmdings of WTA>WTP with respect to the private experimental goods 
are theoretically consistent because when goods can be consumed at zero MC, A is infinite by 
definition, and the income effect is weighted by A. If researchers really want to test for the 
equality of WTA and WTP with respect to private goods, the experiments need to be 
designed such that participants are not given free goods and are known for certain to be in the 
market for the experimental good. If WTA>WTP persists under these conditions, then 
theoretical consistency can be questioned, assuming .an otherwise appropriate experimental 
design. 

The same conclusion holds with respect to public goods that are provided at zero MC 
to individuals, so long as people disassociate their taxes with the provision and consumption 
of environmental quality, as is explicitly assumed by Johansson and implicitly by Freeman. 
With respect to public goods that are provided at some positive MC to c o m e r s ,  the larger 
the difference between M q  and U* the larger will be A and therefore the income effect. 
Economists have relied upon income elasticities of demand in determining income effects, 
thereby attributing the entire income effect to dQ/dM, even though the income effect is 
weighted by A. 

Economic analysis is incomplete with respect to income effects associated with 
consumption at z&o MC and Mq<Uq For there to be no income effect associated with 
changes in Q simply because Mq=O requires either assuming UQ=O, holding A constant with 
respect to all prices, or holding A constant with respect to (n-1) prices and income, neither of 
which is deemed justified by a review of -the literature. To argue for equality of WTA and 



WTP for public goods fails to recognize the relationships between binding constraints on Q, 
consumption at MCQ<Uq 1=U@& and the weighting of the income effect by it. 

Willig's analysis is based upon income elasticities of demand. Brookshire et al.'s and 
Randall and Stoll's is based upon the price flexibility of income which is a function of the 
income elasticity of demand and the elasticity of substitution. Freeman's analysis is based 
upon the expenditure function. Whereas all of these measures are based upon money income, 
it is real income that is relevant. If PQ=O and UQ>O, a reduction in Q represents a fall in real 
income because the initial level of money income now acquires a bundle with less Q in it; 
and an increase in Q represents an increase in real income because the initial level of money 
income now acquires a bundle with more Q in it. These are income effects by definition, 
since real income changes, and individuals are forced on to different indifference curves. 

Equation (1 1) reflects the indirect relationship between money and utility and makes it 
clear that it is the consumption of goods that yields utility and not money itself. 

where Y represents a vector of all goods. Money yields utility only to the extent that it can be 
used to acquire goods for which U,>O. If utility can be derived at MC=O, money is not a 
necessary condition for utility derivation. From the consumer's perspective, there is no better 
way to maximize utility while minimizing costs than to consume goods at zero MC. 

Marginal analysis is appropriate for components of environmental quality that are 
continuous e.g. air quality and water quality, but with respect to discrete quantity changes, it 
is undefined. The above analysis nevertheless demonstrates the source of and size of income 
effects associated with consumption of public goods. 

Hanemann (1991) found that large differences between WTA and WTP are 
theoretically consistent for a good that has few or no substitutes. For quantity constraints, 
differences between WTA and WIT also include a substitution effect. A graphical analysis 
can be found in Just et al. (pp. 136-142). The analysis in this paper implies that large 
differences between WTA and WTP for public goods are theoretically consistent even if there 
are substitutes because public goods can be consumed at MCQ<UQ and sometimes at MC=O. 
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Abstract 

This paper demonstrates a method for recovering wealtly neutral expenditure and 

indirect utility functions while integrating back from Marshallian demand specifications. 

A comparison with quasi-expenditures derived under weak complementarity for the 

same demand specifications shows that weak neutrality and weak complementarity are 

not equivalent assumptions. Weak complementarity can be seen to be nested within 

weakly neutral models, and can be tested for in appropriately formulated models. 



Recovering Weakly Neutral Preferences 

I. Introduction 

The valuation of environmental amenities has grown in importance to policymakers 

(and interest to the economics profession) over the last decade, aided in large part by 

such high profile natural resource damage cases as the Exxon Valdez and Montrose 

cases. Among the developments which followed the Exxon Valdez case was the 

formation, by the National Oceanic and Atmospheric Administration, of a blue-ribbon 

panel of experts in survey research and economics to evaluate whether the contingent 

valuation method could be used in assessing lost passive use values from such cases. 

The panel, whose origins, purposes, and importance are well described by Portney , 

issued a qualified endorsement of the use of contingent valuation as a starting point to 

determine natural resource damages, including lost passive use value (Arrow et al. [I]). 

It also encouraged the development of alternatives to contingent valuation where 

practicable. 

The scope of work aimed at valuing environmental amenities or natural resource 

damages by methods other than contingent valuation has been extremely limited. A 

primary reason is that in nationally-prominent damage or valuation cases, the passive 

use component of benefits can be large relative to the use values at issue. In contrast, 

the primary area where environmental economists have used methods other than 

contingent valuation is in measuring use-related benefits of amenity changes, most often 

in outdoor recreation (e.g., Bockstael and McConnell [2]) but not exclusively so (e.g., 

Dickie and Gerking [3]). It is widely recognized that when valuing changes in 

amenities,' some unobservable restriction on preference is required in order to use the 

individual's behavior (e.g., demand functions for related private goods) to infer 



valuations.2 The most familiar restriction is weak complementarity between a set of 

private goods and an amenity of interest (Mder [lo]), which asserts that when a set of 

private market goods related to the amenity are not consumed, there is no change in 

the individual's utility when the amenity changes. Because invoking this preference 

restriction is tantamount to asserting there is no passive use value, economists have 

used weak complementarity in the course of assessing changes in welfare associated with 

amenity changes, with the consequence that all of the value so measured is, 

definitionally, use value. While some economists would argue that weak 

complementarity describes a public-private good link for which one can form some 

intuition ([2]), this view is not universally shared (LaFrance [6]). 

As a consequence, then, of the fact that high profile damage cases are thought, 

potentially, to involve passive use values, and the fact that the only method used to 

date for analyzing the value of amenity changes through consumption of related private 

goods demands rules out passive use values, it is not surprising that there has been no 

empirical measurement by methods other than contingent valuation. 

Recently, some attention has been given to using demand systems for amenity 

valuation with preference restrictions other than weak complementarity. Neill [13] 

showed that if sets of goods can be classified as Hicksian complements or substitutes for 

a non-market amenity, bounds on the marginal willingness to pay for the amenity could 

be derived. Larson [9] expanded on this theme, showing that with such information 

exact expressions, rather than bounds, could be derived. 

Larson showed that a weaker form of this restriction, holding only at a given price 

vector rather than everywhere, was also sufficient to identify marginal amenity values. 

He argued that with this price vector chosen to reflect choke prices for goods that 

generate use value, "weak neutrality" could serve as an alternative preference restriction 

to weak complementarity in amenity valuations since it preserves Maler's [lo] basic 

insight about public and private good linkages but does not impose the assumption of 



zero passive use value a priori. This has not yet been incorporated into empirical work 

because neither the implications of weakly neutral (as opposed to weakly 

complementary) quasi-preferences derived from empirical demand equations, nor the 

methods for exact welfare measurement, are well understood. 

A primary purpose of this paper is to help fill this gap by demonstrating how one 

can recover quasi-preferences corresponding to empirical demand functions under weak 

neutrality. The approach is similar to that taken in [8], which demonstated the process 

by which one could recover the quasi-expenditure function corresponding to weak 

complementarity. Given the ability to recover quasi-expenditure functions under weak 

neutrality, it is possible in principle to test whether weak complementarity holds as a 

special case within the weak neutrality framework. For such tests to be meaningful, the 

empirical demand specification must be sufficiently flexible to accomodate separate 

parameters representing use and potential passive use value. These issues are discussed 

in the context of a linear empirical demand specification. 

A subsidiary purpose of the paper is to clear up some confusion that has arisen in a 

paper by Flores [4] on the subject of weak neutrality. That paper corrects a notational 

error in [9], and discusses how one can numerically approximate welfare effects of 

amenity changes under Hicks neutrality, developing expressions for the bias one may 

incur from assuming weak neutrality when it does not in fact hold. Flores also asserts 

incorrectly that weak neutrality is equivalent to weak complementarity. Given the 

quasi-preferences recovered from empirical demand functions under each of the 

alternative hypotheses, a comparison readily shows that the assertion is false. 

I. Background 

The same basic setup as in [8] is used. The primal consumer problem is the 

maximization of the utility function u(x,z,q), where x is a vector of consumption goods 



with corresponding price vector p, q is a scalar quality variable, and z is a scalar 

composite commodity such that z=m-px, where m is income. The solution to this 

problem is the set of Marshallian demands x=x(p,q,m) and z=z(p,q,m)=m-px. 

Substituting these demands into the utility function yields the indirect utility function 

v(p,q,m) u(x(p,q,m),z(p,q,m) ,q)+A[m-px-z], where A is a Lagrange multiplier. The 

inverse of indirect utility with respect to the income argument is the minimum 

expenditure function e(p,q,u) = min{px+z ( u(x,z,q)=u}. AS expenditure varies to hold 
X'Z 

utility constant and compensate for changes in any price pi, one can write 

which can be rewritten as the ordinary differential equation 

with the latter equality resulting from Roy's Identity. Integrating (1) sequentially for 

all p; obtains the quasi-expenditure function ~ p , q , ~ ( q , u ) )  (see, e.g., Hausman [5];  

LaFrance and Hanemann [7]), which is related to the true expenditure function by 

where q - )  is a known function that represents the part of the expenditure function 

which is identified parametrically from (I), and 6 ( - )  is the unknown constant of 

integration. The quasi-expenditure function E(p,q,@(q,u)) contains all the information 

necessary for measuring compensating variations of changes in p, but not for q without 

additional structure to identify @(q,u). 

Larson [8] showed how requiring preferences to exhibit weakly complementary 



provides sufficient additional structure for the constant of integration. Weak neutrality 

also provides a sufficient, albeit different, structure for identifying 6(q,u). The weak 

neutrality assumption follows from the assertion that the set of goods generating use 

value can be identif~ed.~ Under weak neutrality, x represents the good(s) which 

generate use value, and the Hicksian composite good z(p,q,u) is composed of goods 

which do not generate use value. By definition of use value, then, at  the choke vector p 

for which x(p,q,u) 2 0, dz(p,q,u)/dq = 0~ ([g]). From the Slutsky-Hicks equation 

governing the change in z ( - )  with q, with the budget constraint substituted in, 

so the operational expression for the marginal value of the amenity changes is 

The expression comparable to (3) under weak complementarity is de(p,q,u)/dq = 0 (181, 

equation (5)). In order to derive expressions for the quasi-expenditure function under 

weak neutrality that are comparable with those derived previously under weak 

complementarity, x is taken to be a scalar representing consumption of a single good 

weakly neutral to the public good q.4 In this case, p can be used unambiguously to 

represent price of the market good x weakly neutral to q. After substituting in the 

quasi-expenditure function from (2), (3) simplifies to 



where m Ci(s,q,8(q7u)) is the quasi-expenditure function evaluated at the choke price 

. Equation (4) is the expression for marginal passive use value, because it describes 

the  change in the expenditure function given that the related private good x is not 

being consumed. 

As noted above, the structure of m is known from integrating back over price, and 

x( - )  is the Marshallian demand function which is also observable, so (4) is an ordinary 

differential equation in 8(q,u) and q which, if solvable, recovers the constant of 

integration, and hence the quasi-expendit ure function, in terms of observables. 

Equation (4) is the weak neutrality condition for a single-equation demand system, 

which differs from the weakly complementary condition of [8] in that marginal passive 

use value, the expression on the right side of (4), is not set to zero by assumption. 

11. Weakly Neutral Quasi-Expenditure Function for Linear Demand 

If the Marshallian demand function for a good x of interest is of the form 

the corresponding quasi-expenditure function is 

where B(q,u) < 0 is the constant of integration that in general depends on q.5 The 

Hicksian choke price 



is the same as in the weakly complementary case. Using (7) in (6) gives the quasi- 

expenditure function evaluated at 6, which is 

from which the expression for the left side of (4) is 

since %/dq = de/dq. The expression for the right side of (4) is obtained by 

substituting both (6) and (7) in (5)) yielding x($,q,m), the ordinary demand evaluated 

at  the Hicksian choke price with income allowed to vary according to the quasi- 

expenditure function. The weak neutrality condition given on the right side of (4) is 

then 

Equating (8) and (9) gives the weak neutrality condition for the linear demand model, 

which is an ordinary differential equation in 8(q) and q; gathering terms and 

simplifying, it can be written 



This differential equation is exact, and integrates back to a function F(O(q),q)=K, with 

K some constant that can be scaled as the utility index. Taking aF /aq  = -716 and 

a F l a 8  = (p/S2)[l - 111(p/6~0)]/0 and integrating, one obtains 

after scaling by the constant 62/,8.6 This implicit function representation of the 

constant of integration is useful for comparison with the constant of integration derived 

under weak complementarity, which is 8 = 4.exp[(yb/P)ql ([8], p. 102)) or (recalling 

that  8 and 4 are both negative) 

Two points are important about the comparison of equations (11) and (12). . First, it 

indicates quite clearly that the constant of integration, and therefore the quasi- 

expenditure function, is different under weak neutrality than under weak 

complementarity, disproving the claim in [4]. Second, and more importantly, it shows 

the possibility of testing for weak complementarity within the weak neutrality 

framework, since (11) and (12) are equivalent if and only if P/S28 = 1. This point is 

taken up further in Section 111. 

Using the quadratic formula to solve (11) explicitly for 8(q,u), and substituting into 

(6)) one obtains the quasi-expenditure function under weak neutrality consistent with 

the linear demand in (5). This is 



with the positive root chosen so that &/du >0, consistent with the requirements of 

theory. By contrast, the wealtly complementary quasi-expenditure function consis tent 

with equation (5) ([8], p. 102) can be written as 

III. Testing for Weak Complementarity in the Weak Neutrality Framework 

Section I1 established that the quasi-expenditure functions obtained under weak 

neutrality and weak complementarity are in general different. Given that each is 

parameterized in terms of observable parameters of Marshallim demand functions, one 

can in principle test whether weak complementarity holds as a special case of weak 

neutrality. Since weak complementarity implies that passive use value is identically 

zero (while weak neutrality does not), this is equivalent to a test whether the quasi- 

expenditure function recovered from a given demand specification reflects only use value 

or a combination of use and passive use value. 

Such tests could be performed on the weakly neutral quasi-expenditure function 

recovered in Sections 11. However, the empirical demand specification which gave rise 

to that quasi-expenditure function is too simple and inflexible to yield meaningful tests, 

because the amenity values (whether use or passive use) are tied to a single demand 

parameter. A more appropriate specification would allow the empirical specification to 

accomodate either use or passive use value, or both. When these amenity values are 

reflected in more than one parameter estimate, more meaningful tests may emerge. 

These points can be seen in the linear demand specification in Section 11. It was 

previously noted following equation (12) that if P/S28 = 1, the ordinary differential 



equations for 0 and q are equivalent under both weak complementarity and weak 

neutrality.7 Since ,B and 5 are demand parameters whose estimates have a variance- 

covariance matrix in empirical applications, one might consider a test of the form Ho: 0 

= p/J2 versus the alternative HI: 0 # ,B/52.8 However, the implications using this 

functional form are extreme: from (7), if 0 = ,B/S2, the choke price 6 = 0. 

Furthermore, from (11) and (12), the only way that 0=,B/b2 -can hold for general 

amenity level q and q5 a constant is for y = 0, meaning the level of the amenity has no 

effect on Marshallian (and Hicksian) demand. 

This specification is uninteresting for the purposes of testing for weak 

complementarity as a special case of weak neutrality it implies that both use and 

nonuse value are zero. This results because the specification is too parsimonious with 

respect to  how the amenity level affects demand. To allow for use and passive use to be 

reflected separately in the quasi-expenditure function, the demand specification must 

have at least two parameters reflecting the effect of the amenity on behavior. A more 

promising specification might be 

which allows for different effects of the amenity on use and passive use value. If the 

related private good is being consumed (p < e), the marginal effect of the amenity on 

Marshallian demand is reflected through two parameters, yl+y2(6-p); if, on the other 

hand, the private good is not being consumed (p = G), which defines the conditions 

under which change in the (quasi-) expenditure function is passive use value, the term 

involving y2 drops out and the marginal effect of changes in the amenity are the same 

as in the model of Section 11, resulting from the y, parameter. One would expect, then, 

that a test of whether passive use value is a significant part of the amenity value can be 

formulated in terms of y,, while a test of the significance of use value would involve 



both 7, and 7,. 

To see how these tests can be developed from the structure of (15), integrating 

back over price in the same manner as in Section I1 (following [8] and the references 

cited therein) yields the quasi-expendit ure function 

and the choke price 6 = (1/S)ln[(P-y2q)/S2d] follows immediately from the Hicksian 

demand derived from (16). When evaluated at the choke price i,, the quasi-expenditure 

function (16) simplifies to the expression as before, 

except that (17) is expressed in terms of the choke price i,(d(q,u)) instead of. d(q,u) 

because it proves more convenient to change variables and solve a differential equation 

in 6 and q. The marginal passive use value is 

The Hicks neutrality condition (4) is the same as in Section 11, though it too is 

expressed in terms of i, instead of 6: 

Equating (18) and (19) and simplifying, the resulting ordinary differential equation in i, 



and q is 

and separating the variables, integrating both sides, and solving for 6 with the quadratic 

formula yields 

where u is the utility index scaled from the constant of integration, and the root 

consistent with theory is again chosen. Using (20) in (ls), the expression for marginal 

passive use value in terms of observables is 

It can be seen in (21) that when yl = 0, marginal passive use value is zero and the 

quasi-expendi ture function exhibits weak complementarity. In contrast to the linear 

demand in Section 11, though, this can occur when use value is positive. 

The implications of hypothesis tests on y1 and y2 can be better understood by 

measuring the total value (difference in quasi-expenditure functions) of a change in the 

amenity q, as decomposed into its constituent use and passive use parts following the 

approach popularized by McConnell [I 11. The quasi-expenditure function for the model 

(15) under weak neutrality is 

where O(q,u) = [(P - 72q)/S2] e - ' + 2[(671'8)q - u1 and fi(q,u) in (20) are known 

functions of the demand parameters and covariates. The total value of a change in the 



amenity from qo to q, is then TV = E(p,qo,u) - E(p,ql,u), or 

where A 6 r 6, - do, a q ql - qo, and A 6 E el - fro. Total value clearly depends on 

both parameters 7, and 7,. Nonuse value (NUV) is mo - m,, or 

which depends only on y1 since A 6 depends only on 7,. Use value (UV) is 

which also clearly depends on both 7, and 7,. As a result, significance tests on the 

amenity parameters yl and y2 have the following implications: 

yl  = 0: Passive use value is zero (weak complementarity case). 

y2 = 0: Weak neutrality model from Section 11; passive use value is nonzero generally. 

yl = 0 and y2 = 0: Use and nonuse value are zero, total value is zero. 

III. In Conclusion 

This paper has illustrated the procedure of integrating back from a simple 

empirical demand specification to recover the weakly neutral quasi-expenditure function 

it implies. The procedure is analogous to that used by Larson [a] to recover weakly 



complementary quasi-expenditure functions, but the weakly neutral quasi-expenditure 

function does not embody the requirement that passive use value be identically zero as 

weak complementarity does. The weak neutrality structure preserves the essential 

insight of the suggestion by Maler [lo] about private and public good linkages, but does 

so in a way that weak complementarity is one of many possible preference structures 

that satisfy the asserted private-public good linkage. That is, weak complementarity is 

nested within appropriately formulated weakly neutral models and as such can be tested 

for. The implication of rejecting weak complementarity is that the quasi-expenditure 

function consistent with observed demand behavior also contains an element of what is 

commonly termed "passive use value" following the work by [ll] and others. The 

passive use element, in and of itself, may be of less interest than being able to link 

demand behavior to a well-identified quasi-expenditure function that yields estimates of 

the total value of amenity changes from observed behavior. 

In light of the NOAA panel's encouragement of the development of methods for 

valuing amenity changes, the strategy of making those valuations indirectly from 

observation of behavior warrants further consideration. All methods require 

unverifiable assertions about the valuation process as reflected by individuals' actions or 

statements, whether in the form of assumptions that people would actually behave as 

they say they would or that preferences for amenities are linked in specific ways to 

consumption of private goods. Weak neutrality of an amenity with private goods is an 

example of the latter strategy that has gotten some attention recently. It is closely akin 

to, but not identical with, weak complementarity in its exploit ation of public-private 

good linkages to asess the value of amenities. One of the difficulties in evaluating this 

alternative behavioral approach is that it has not been clear how to implement the 

strategy empirically. This paper has begun the process of answering that question by 

showing how weak complementarity nests within weak neutrality for simple demand 

models, and finding the corresponding quasi-expenditure functions. 



Footnotes 

1. More broadly, this observations applies to any welfare analyses that involve changes 

in non-price arguments of the individual's utility function. 

2. It should be noted that the comparable unobservable assumption which must be 

made when using contingent valuation to infer valuations is that people would in 

fact pay what they say they would. Apart from the natural skepticism which 

such a proposition raises in many observers, recent research (e.g., Neil1 et  al. 

[12]) casts doubt on its veracity. A primary difficulty, even with carefully- 

designed surveys involving more-tangible market goods, appears to be the 

hypothetical nature of the purchase commitment being expressed. 

3. This assertion is also made when weak complementarity is invoked. 

4. This corresponds with how weak complementarity has has been treated in most 

conceptual and empirical treatments. 

5. The sign of 0 is determined by the second order condition. The same parameter 

restrictions as in [8] apply here. 

6 .  The resulting constant term on the right side of (11)) which is arbitrary, is chosen 

as In(+) for convenience in comparisons with results derived under weak 

complementarity . 

7. The same conclusion results if this restriction is substituted into the weakly neutral 

quasi-expenditure function (13). 

8. This could be tested using the value of O0 from the initial conditions of the demand 

problem, i.e., 8, = (l/6)[xo + ,8/6]eP0, where xo = x(po,qo,mo) = a + ,8po + yqo 

+ 6mo. 
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